HOW GEOTagged SOCIAL MEDIA CAN INFORM MODERN TRAVELERS

DAN TASSE
Human-Computer Interaction Institute
School of Computer Science
Carnegie Mellon University
Pittsburgh, PA 15213
dantasse@cmu.edu

CMU-HCII-17-102
May 2017
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy

COMMITTEE:
Jason Hong, Carnegie Mellon University, Chair
Jodi Forlizzi, Carnegie Mellon University
Aniket Kittur, Carnegie Mellon University
Judd Antin, Airbnb
ABSTRACT

Modern tourists travel in new ways. The rising class of so-called “Creative tourists” prefer to explore everyday life instead of simply ticking off a list of sights to see. However, travel guides all currently represent places as simply a collection of sights.

At the same time, public geotagged social media data is opening a new world of ways to investigate another place. In this thesis, I describe efforts to bring these trends together, by developing neighborhood guides for travelers, based on social media. I first investigate why people geotag and where this public geotagged data comes from. Then, after developing a model of what tourists want through a series of interviews and surveys, I develop a prototype social-media-based neighborhood guide for travelers. By an iterative user study and quantitative investigation into photo sources, I find that this data can give users an ideal glimpse into a new city.

Implications are widespread: I show not only how social media can be used to help people travel, but also develop a perspective on what social media tells, and does not tell, about cities and neighborhoods. I show that social media provides an idealized qualitative image into a city, while perhaps not reflecting the objective, quantitative reality. This matches tourists’ needs ideally, providing an exciting new opportunity for a new generation of tourism tools.
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人民旅行方式与过去不同。他们想要“体验一个区域的感觉”，“了解日常生活”，“像当地人一样生活”而不是仅仅“看旅游景点”。这种转变部分是因为旅游业的过量，部分是因为休闲旅行的不断下降，部分是因为对人类如何生活的日益好奇。这种转变已经大到有人称之为人口变动，描述现代旅行者为“创意游客”[76]，“新城市游客”[23]，或者“探索者”[93]。Airbnb，例如，建议探索者可能占其用户基础的43%，数量达到数千万人[93]。但在一个不熟悉的环境中，这些创新的游客可能会疑惑应该去哪里。毕竟，一个城市的一些地方可能是无聊的，危险的，或者不适合的。旅行者需要能够了解一个城市的各个社区来规划一次愉快的旅行。

这是一个更具体但更普遍的问题：我们需要新的方式来理解城市和社区。随着21世纪更多的人搬到城市，快速了解一个地方的感觉将变得越来越重要。人们需要知道会在哪里感到自在，企业主需要知道在哪里扩张和营销，而城市规划者需要知道如何分配服务和分区。

旅行者的信息需求是独特的，因为他们是新到一个地方，并没有时间通过经验来建立本地知识。与上一代的阳光和沙滩游客或上一代的文化景点游客不同[19]，今天的游客想要自己创造和体验[76]。而且越来越多，像Airbnb和Couchsurfing这样的平台帮助他们这样做，通过住在当地社区而不是中心旅游区。

可用的工具都无法解决这些问题。传统的弗德罗尔、从母和孤独星球的指南书提供了关于中心旅游景点和景点的信息。Yelp和Foursquare提供了关于一个地区的酒吧、餐馆和商店的信息，但旅行者无法仅从场所特定的细节了解整个社区的感觉。城市收集统计数据 - 以及确实 - 正在以前所未有的开放数据发布。最后，有时旅行者可以学习本地的描述，但这些通常很肤浅。例如，“Lawrenceville是酷的社区”或“South Side是派对社区”。

同时，人们拍照的方式也与过去不同。多数美国人都有智能手机[5]，因此可以立即访问拍照。Facebook、Flickr和Instagram等应用程序已经将照片分享从一种利基行为变成了一种常见行为。除此之外，人们还比以往任何时候都更多地在Twitter、Foursquare和其他社交网络上分享。此外，人们通常的智能手机通常配有GPS，能够快速地将用户与附近的地点和社区联系起来。
their photos to real-world locations. As a result, there is a large quantity of public geotagged photos, as well as tweets, reviews, and other kinds of posts. One estimate has at least 500 million tweets sent per day [46], and a recent dataset release from Yahoo included 100 million public photos, of which about half are geotagged [89].

In this thesis, I argue that these photos and other posts, all tied to locations, could help travelers understand the cities they are traveling to. After all, pictures are rich sources of media that can give people lots of information: the proverbial “thousand words.” Social media posts have other advantages over traditional travel guides as well. They are scalable, so it is feasible to build guides cheaply to cover any neighborhood in almost any city, and they are democratic: the resulting view of the neighborhood is controlled not by a publisher or elite critic, but by everyone adding their own experiences.

If it is the case that social media can be valuable for travelers, it sheds light on an even bigger question: what do geotagged social media posts tell us about the cities where they are produced? A wide swath of research has tried to infer everything from how socio-economically deprived an area is [71] to how attractive and magnetic it is [67], all from public social media.

In this document, I detail a research through design exploration into three questions:

- What do creative tourists mean by “getting a feel for the city”?  
- How can social media help them achieve this goal?  
- What can social media tell us about our cities and neighborhoods?

To do so, I first studied why people post geotagged social media data by analyzing public geotagged data and surveying 78 frequent geotagged tweeters and 400 geotaggers across six social media services. I then built a model of tourist information search based on interviews with 14 travelers and 490 survey responses. Based on this model, I designed a Neighborhood Guides web app and evaluated it with 10 participants to try to address their needs. I then tested six different sources of photos in a Mechanical Turk study to determine which photo set best represented their neighborhoods. Finally, with an improved set of photos, I conducted a user study with 21 participants on an improved version of the Neighborhood Guides web site, trying out different variants to best understand what they were seeing in these guides and how it could help them.

The contributions of this thesis are therefore not the construction of the Neighborhood Guides website, but the insights that its iterative design process has provided to these research questions above. I found that creative tourists want safety, convenience, liveliness, aesthetic appeal, and the ability to live like a local. Social media, particularly a diverse and well-organized set of photos selected using their annotations and contents, can help creative tourists find these dimensions they want. In this way, social media can offer one lens into the city: it shows the idealized city, not the “realistic” one, but this is what these tourists want.

These findings can help companies, or indeed local governments, design travel guides for future travelers. This will make it easier and more fun to travel to big cities, but also more fun to travel to mid-sized or small cities that currently do not get as much tourist attention. With international travel destinations like Paris and Venice losing character due to a deluge of tourists and smaller
but worthwhile cities like Cleveland and Atlanta needing ways to attract investment, this could benefit the entire tourism industry. Furthermore, this guide could be useful for planners beyond travelers, especially for neighborhoods that are growing or developing and want to be like other more popular neighborhoods.

Point-based guides and statistics can only go so far to help us understand crucial aspects of a city’s culture, and travelers nowadays want to know that culture more and more. This tool will help people deepen their understanding of cities, and help researchers learn about cities as well. The rest of the chapters in this paper will be structured as follows:

2. A review of related work regarding geotagged social media and tourism
3. Three studies about why people geotag: One observational study of Twitter and Flickr users and two surveys (N=78 and N=400)
4. Two formative studies (14 interviews and a survey of 490 people) leading to the development of a model of creative tourist information search
5. Design of the Neighborhood Guides prototype and an introductory (N=10) user study
6. Mechanical Turk study of the most representative photo set for a neighborhood (N=200)
7. Final user study with a revised Neighborhood Guides prototype (N=21)
8. Discussion combining findings from all the studies, and directions for future work
9. Conclusion

In summary, I show three research contributions: first, the model of creative tourists’ information needs; second, examples of ways that social media can help tourists; and third, evidence that geotagged social media shows an idealized view of cities.
2 Prior Work

My work seeks to answer questions about three topics: what modern travelers really want, how social media can help them achieve their goals, and what social media says about our cities. In this section, I will review related work along these three dimensions, and then describe how this work will extend them.

2.1 Changes in Urban Tourism

While urban tourism was not a focus of early tourism research, it has recently become a growing field [23]. Travel in previous decades had meant traveling to beaches, beautiful natural sites, or resort towns; but in recent years urban tourism is the fastest growing segment of the tourism market, growing by 47% between 2009 and 2014 [11]. The character of urban tourism is changing as well as the volume: new urban tourists want to “experience and feel a part of everyday life” [57]. Furthermore, they seek to have an active hand in co-creating the experiences, rather than passively paying for and absorbing an experience [6]. Lists of sights to see and experiences to buy no longer suffice.

2.1.1 Authenticity

When modern tourists travel to a city, they are often looking for an authentic experience of that city, rather than a manufactured diversion. The search for authenticity in tourism has a long history dating back at least to the 1970s [56]. This early work suggested that places had a “front stage” and a “back stage”, like Goffman writes about in people [25]. There are different types of “front stage” and “back stage”; a shop or a bank might be the most “front stage”, living with someone in their home might be very “back stage”, and experiences like a tour of orchestra practice spaces or a cooking class in someone’s home might be at an intermediate level. MacCannell suggests that all travelers want to get closer to the back stage, but this is clearly not strictly true; after all, many people travel explicitly to very “front stage” locations like Disneyland. Later writers have partially resolved this tension by talking not about how “authentic” a place is, but by how authentic an experience in a place is [95]. I will discuss the authenticity tension further in Chapter 4.

Regardless of the details of travelers’ exact definitions of “authenticity”, recent developments have aided their search in new ways, particularly with regard to lodging. Because hotels historically clustered in a few areas of cities, like downtown and near airports, they cannot show travelers all the sides of a city they may want to see, so travelers are turning to alternatives. The peer-to-peer lodging rental site Airbnb, for example, has become a popular, and more “authentic”, way for travelers to rent rooms in residential parts of town [82] [96]. Similarly, Couchsurfing allows users to stay with locals for free (often on their spare couch, hence the name) [96]. As
urban tourists change from “mass tourists” to “cultural” and “creative” tourists [76], “mass” lodging no longer suffices either.

New urban tourists want to stay in interesting residential neighborhoods and spend time “wandering about”, “taking in the city”, and “getting among the people” [6]. To do this, they need guides to areas, not specific venues. Urban tourism, unlike other forms of tourism like “sun and sand” tourism, depends on the serendipity and spontaneity that results from getting to know neighborhoods, and on the individual’s ability to co-create their experience. Current tools help people discover points, not overall pictures of parts of the cities.

2.1.2 Anti-Tourist Identity

One interesting characteristic of modern tourists is to think of themselves as particularly unique and unlike “other tourists.” For example, in one study of German tourists in Norway, 89.5% of respondents thought of themselves as “nontypical tourists” [69]. Many have investigated this kind of “anti-tourist attitude”; Jacobsen provides a thorough overview [36]. This attitude, present since at least the 1960s, seems to be a reaction to the democratization of travel and the homogeneity of mass tourism. Travelers see themselves as largely outside the tourist role for a number of reasons: to maintain social status when outside their normal lives, to explore a heroic ideal of exploration, and to assert identity in a group that they cannot quite afford. There is also a perception that tourism hurts a local area, as in Kreuzberg, Berlin, where travelers will go out of their way to convince themselves that they are not contributing to the gentrification and commercialization of the area [23].

Creative tourists are more likely than others to perform this anti-tourist identity. Edensor describes off-the-beaten-path travelers like backpackers preferring like to distinguish themselves from package tourists and from each other, adopting various non-conformist tourist performances to do so [22]. As a result, to visit a place that is “touristic” would be not only frustrating but even damaging to visitors’ performance of their chosen identity. Creative tourists would reflexively recoil from something that they thought would put them “on the beaten path”, so it is important to focus any efforts to design for them with this important identity characteristic in mind.

2.2 Providing Recommendations to Tourists

Using social media to help tourists is not a new idea. Since the early 21st century, researchers have tried to use the abundance of social media data to recommend things for tourists to do. Work in this vein includes recommendations of restaurants [34], shops [84], travel routes [49, 65], attractions and points of interest [24], and destinations [29]. These all use social media and user-generated content such as user locations, so continuing in this vein seems like a logical choice. In addition, sites like Yelp and Foursquare have dozens of user reviews, so aggregating reviews and recommending the most highly-rated spots seems like a natural solution.

However, this approach has three shortcomings. First, people need to know why they are recommended each place. It would be rare for tourists to set out on a trip solely because an algorithm recommended it. Second, they solve problems that are already solved by Yelp and Foursquare: finding a restaurant or a point of interest by consulting one of these guides is easy. Finally, these works neglect the changes in urban tourism discussed recently. A recommendation algorithm
will likely push more people to the top destinations, which then become overcrowded and no longer as enjoyable. Instead, we need guides to let people explore places on their own time and create their own connections to them. For these reasons, I decided not to continue in the vein of providing discrete recommendations like these researchers have done.

2.3 WHAT SOCIAL MEDIA SAYS ABOUT CITIES

Because of the shortcomings in the straightforward recommendation approach to computational tourism, and the need to build browsable guides instead of pinpoint recommendations, it is valuable to take a wider view. Plenty of researchers have attempted to deepen our knowledge of cities with social media in a number of ways. The rest of this section will survey those approaches.

2.3.1 DELINEATING NEIGHBORHOODS AND REGIONS OF CITIES

One useful application is in finding the boundaries of regions. Most large US cities have official neighborhood boundaries, but these have several problems. They may be out of date, there may be multiple conflicting definitions\(^1\), and they often fail to reflect the reality of human behavior. These are often politically or financially motivated, like “NoPa” and “Lower Nob Hill,” which San Francisco realtors use to convince affluent clients that they are not in the less desirable Western Addition or Tenderloin neighborhoods.

Instead of settling for these confusing and misleading neighborhood divisions, recent work has been able to find reasonable neighborhood boundaries based on human behavior such as Foursquare checkins \[18, 97\] or tweets \[94\]. This can reveal aspects of neighborhood life that is otherwise hidden, such as a neighborhood that contains two mostly-separate social sub-neighborhoods. This idea has also been extended beyond neighborhood bounds to delineating less formal locally characterizing regions (like “red light district”) based on photos \[88\].

My work differs from these in terms of goals. While I see the need for a better definition of neighborhoods, I am not trying to do so myself, instead starting with neighborhoods as defined by local government. I have chosen to do this because official neighborhoods instantly recognizable (people are more likely to have associations with “Squirrel Hill” than with “Neighborhood 34”) and in order to scope the project reasonably. Also, while there are border cases where people have strong opinions about the exact definitions of their neighborhoods, these are likely rare and will not affect results much.

2.3.2 DESCRIBING REGIONS BY SUMMARIZING SOCIAL MEDIA POSTS

Beyond finding the boundaries of regions, researchers have discovered ways to understand those regions based on social media. Because the quantity of social media is huge, these approaches can be thought of as ways to summarize or model all of these posts.

Photo-sharing sites, particularly Flickr, have been well studied, due to the volume and richness of their posts. Some of this research has been driven by practical concerns, like the need to show

\(^1\)for example, San Francisco’s “SF OpenData” Portal offers the following:
https://data.sfgov.org/Geographic-Locations-and-Boundaries/Analysis-Neighborhoods/p5b7-5n3h,
https://data.sfgov.org/Geographic-Locations-and-Boundaries/SF-Find-Neighborhoods/pty2-tcw4, and
https://data.sfgov.org/Geographic-Locations-and-Boundaries/Realtor-Neighborhoods/5gzd-g9ns
photos on a map. Toyama et al [91] developed techniques including thumbnails, point markers, and isopleths to show how many photos existed on a map at a place before settling on a binning approach they call “media dots.” However, these displays only show the number of photos, not their contents, so a series of other projects worked on summarizing photo content as well as density.

Some of this research works on finding a subset of photos that is representative of a larger set. Jaffe et al [37] addressed the problem of summarizing photo content by finding a subset of photos that would accurately summarize a larger photo set. They did this by clustering all of the photos and then ranking the clusters based on five criteria: tag distinguishability, photographer-distinguishability, density, image qualities, and arbitrary relevance factor (such as a search query). Kennedy et al [43] further developed the ability to find the “most representative” image from a set of photos using computer vision features such as SIFT. Crandall et al [15] did the same: finding the top N “interesting” places in each city and a “canonical” photo from each.

Besides investigating photo contents, researchers have investigated ways to summarize the textual tags that users add to their photos. Ahern et al [4] and Jaffe et al [37] describe the World Explorer/Tag Maps project, which summarized a series of photo tags into “representative tags” for a region. Kennedy and Rattenbury expanded this to describe semantics of places and events [43, 72], while Kafsi et al further expanded it to understand which tags are locally relevant, which are city-level, and which are country-level [42].

Summarizing textual content, like tweets, is somewhat easier because there is less total information, so one can use a simple method like a word cloud (at least as a supplementary tool) to get a sense of a large corpus of words [59]. More intelligent methods have been used for tweets, for tasks like event detection [48] and location modeling [44]. Importantly for neighborhoods, though, Hao et al approach high-level neighborhood modeling in another interesting manner, creating Location-Topic Models based on what users write in travelogues [29].

Finally, neighborhood comparison [51] offers a way for people to understand neighborhoods in a new city based on neighborhoods that they already know. This can help people talk about imprecise or unnamed characteristics of neighborhoods: they may not know what they like about their home neighborhood, but they know that they want to find someplace like it.

This work is quite interesting and I hope to reuse and extend it. I will do so by repurposing their results; where the researchers in [37] delivered an algorithm to pick a subset of photos as a final product, for me this is only one input into the application that I’m building. Similarly, neighborhood comparison was the end result in [51], while it is only one feature in the application that I am building. In summary, my work will be more about human needs in tourism, rather than about deep algorithmic details.

2.3.3 Describing City Residents

Another set of research focuses on describing people who live in a certain area instead of the area itself. Some of this work involves general studies of mobility, routines, and urban dynamics [7, 45, 61], indicating where people go when and how far they travel. For example, Komninos et al [45] used a network of listening stations around Patras, Greece in order to see Foursquare
checkins around the center of the city. They were then able to quantify business traffic throughout the day, and report where the “hot” areas of town were, so that locals and tourists could visit or avoid them. Naaman et al used a similar approach on Tweets to show the standard daily patterns in cities, and then show whether certain keywords followed similar patterns, to reflect mood and happiness. Besides being useful in itself for business owners and transportation planners, this mobility research can in turn describe well-being of a region [50]. Some also skip the middle step and directly predict socio-economic well-being from sentiment analysis of social media posts [70]. These studies can be useful, albeit noisy, indicators over large urban areas.

Some researchers instead focus on demographics of the users. This work can be low-level, such as showing the gender makeup of commuters [55], or higher-level, indicating “topics” of users based on their interests [40]. While these are both valid approaches, I chose not to focus on them because they do not serve the same goal of helping travelers. Demographics and mobility are both too vague for travelers to make use of in a meaningful way.

2.3.4 CHALLENGES IN THESE APPROACHES

While these approaches all have valid uses and results, they contain some shortcomings. Goodspeed cites three main issues [27]:

- **Content Poverty:** social media contains broad data from many users, but it usually fails to contain deep enough data to answer any one particular question. For example, a transit researcher would lose the richness of traditional travel surveys, instead only knowing “this person was near this point at this time.”

- **Espoused Theory vs. Theory-in-use:** social media data either tells what people are saying or what they are doing, but not both, which hampers our ability to understand their reasons for their actions. Especially in a public forum, people may not be doing exactly what they say they are doing. Their locations may even be spoofed, as many platforms allow. When we are using public data, we must realize that the data is only what people want to present of themselves.

- **Positivist Assumptions:** studying social media often implicitly assumes that the sample of society that is shown on these public posts is representative enough of the world to answer the researchers’ questions. For example, if a researcher wanted to show where people go at night in order to prioritize late night bus routes, they would have to contend with the fact that the data only reflects the subset of users who tweet.

In short, social media data is broad but not deep; we should not conflate the size of data available (often in the terabytes) with the usefulness of that data. As one example, Hecht and Stephens [32] show that this data is biased towards urban areas and underrepresents what happens in rural places. As a result, we cannot simply use existing work directly to show tourists exactly what the city is like.

In summary, this chapter presents three types of work. First, tourism research shows that the way people travel is changing and that new tools, guides, and techniques are necessary in order to support them. Second, existing recommendation systems offer one avenue to help these tourists,
but this is unsatisfactory. As a result, we turn to the third area of research: how social media helps us understand cities now, and how these techniques may be applicable in the future.
3 Why People Geotag

Before analyzing social media posts, it is important to know about how these posts are created. This is a necessary first step to analyzing public social media data, because it offers context about what the data means. For example, imagine an Instagram picture of a meal. If it was created by someone while they were posting a Yelp review, it would signify something about the meal: perhaps that it was worth reviewing. If it was created by someone who automatically uploaded all their photos, and they were currently trying to track what they ate, it would mean much less. Therefore, Alex Sciuto, Zichen Liu, and I set out to study why people post public geotagged social media posts, in order to inform the rest of the thesis work.

In this chapter, we conducted three studies. First, we investigated public geotagged tweets, finding that geotagging is toggled more than we expected, that Twitter changed its interface in ways that affected our data, and that job-posting spam bots became a nuisance. Second, we surveyed 78 of the most frequent tweeters in our data set to understand why people choose to add their locations. Third, we conducted a larger survey of 400 people across multiple platforms to see their motivations for their last geotagged post. We found that people do usually geotag consciously, at places far from home, and at places that they have not been to very often.

This research helped answer my second and third research questions: “Can social media help travelers find what they want?” and “What does social media tell us about our cities and neighborhoods?” The work in this chapter was published as State of the Geotags: Motivations and Recent Changes at the AAAI International Conference of Web and Social Media (ICWSM) in 2017 [86].

3.1 Background and Motivation

Past work has investigated people’s behaviors on location-based social networks (LBSNs) like Foursquare, Facebook Places, Dodgeball, and Gowalla, to learn who shares their location and why [28, 53, 85].

However, many non-location-based social media services—including Facebook, Instagram, Twitter, Snapchat, and Flickr—also allow users to add their location to a photo, video, or text post. One study estimated 600,000 geotagged posts per day from a 10% sample of Twitter [52]. Flickr, meanwhile, has released a publicly available dataset of 49 million geotagged photos [90]. A wide field of research has sprung from this wealth of publicly available geotagged posts, such as understanding demographics and social dynamics in cities [60], finding home locations of individuals [41], and inferring likely friends [16].

For LBSNs, there is often a clear reason as to why someone checks-in to a location or tags something. However, there is currently little understanding of what people geotag on these popular social media sites not centered around location, and why. Understanding what is being geotagged
and why can have implications for research. For example, finding people’s home locations based on their check-ins could be very easy if people geotag mostly at home, or very difficult if they only geotag when traveling. As another example, models about people’s mobility patterns and social dynamics will be very different if they are based on commute data or weekend shopping and errands data.

It is easy to assume that geotagging in social media is similar to that for LBSNs, but without explicit investigation it can be difficult to know for certain. To address this problem, we conducted a series of studies to understand whether people use geotagging in social media similarly to the way they use location-based social networks. We analyzed 4 million public tweets and 49 million geotagged Flickr photos, surveyed 78 frequent Twitter users, and followed up by surveying 400 geotaggers across six social media services. We found that most earlier findings in Foursquare ring true in other social media: people geotag consciously and intentionally, they geotag in uncommon places, they primarily do so to communicate and show where they’ve been, and they geotag soon after being at the place.

However, our analyses uncovered several new findings. We found that most Twitter users geotag consciously and turn geotagging on and off frequently, but many Twitter users were inadvertently geotagging, or geotagging more precisely than they thought. We uncovered a UI change that addressed this issue, while also causing people to add coordinates less frequently and add place names more frequently. We also discovered that the coordinate geotags that remain tend to have more hiring-related spam.

Our findings have several research implications, given how often researchers use geotagged data. It is important that the research community not misunderstand what people are providing when they publish geotagged social media posts, and it is important that we minimize the impact of spam and other quality problems. Knowing why people geotag also helps application developers better customize their software.

To support these research and development implications, this paper offers two contributions. First, we show confirmation and elaboration of earlier findings, and generalization from Foursquare to other social media. Second, we expose a number of changes that have occurred as location sharing has matured.

### 3.2 Definitions

In this chapter, I use the term “geotag” to mean “a location added to a social media post.” We use “coordinate geotag” to mean “an exact latitude-longitude coordinate added to a post.” A related concept is a “placetag”, or a tag referring to a plain-text location. For example, a post at the Eiffel Tower could contain the placetag “Eiffel Tower,” “Paris,” or even “France.” It could also or instead include the coordinate geotag (48.858, 2.295).

We refer to “checking in”, as in Foursquare and other location-based social networks, as a separate but related act. In Foursquare, one opens the app primarily to share one’s location. When geotagging a tweet, photo, or other post in social media like Twitter, Flickr, Instagram, and Facebook, however, the content of the post is usually the primary motivation, while location sharing is usually secondary.
3.3 Study 1: Analyzing Public Geotagged Data

To understand what and why people geotag, we chose to start by analyzing publicly visible data from Twitter and Flickr, primarily because they offer the largest public data sets of geotagged posts.

We started by collecting geotagged tweets via Twitter’s public streaming API. We chose to start in Pittsburgh because it has a wide variety of users and because of our team’s high familiarity with the area. We selected all coordinate-geotagged tweets within 0.2 degrees latitude and longitude from the center of Pittsburgh, forming a 34km x 44km rectangle with corners at (40.241667, -80.2) and (40.641667, -79.8). We omitted tweets that listed an area (like “Pittsburgh”) but did not contain a latitude-longitude point. We began gathering data in January 2014, and by May 2016 we had about 4 million tweets. We also gathered data in 12 other cities, mostly around the United States, to verify any results we found on the Pittsburgh data set. These other cities’ data covered a shorter time span (11-23 months) but still the same order of magnitude of tweets, from about 1 million in Austin to 11 million in London, totaling 60 million tweets.

We also examined the YFCC100M dataset [90] to gather information about geotagging on the photo-sharing site Flickr. This data set contains metadata for 100 million photos and videos that are shared publicly with a Creative Commons license. Of these 100 million photos and videos, about 49 million are geotagged.

3.4 Study 1 Results

3.4.1 People Often Toggle Geotagging

In Twitter’s mobile app, users can choose to geotag or not, but the default is whatever was set last. If a user geotags one post, the next one will be geotagged as well unless the user turns it off. As a result, we had initially assumed that geotagging was a setting people would mostly leave on or off; that they would decide to geotag or not to geotag and then apply that to all of their social media. However, this was not the case.

We selected a random sample of 3406 users from our data set and collected all of their public tweets, geotagged and non-geotagged. We sampled users because Twitter’s API has rate limits of 180 requests per 15 minutes, and because it only supports collecting up to 200 tweets per request. As such, collecting all tweets from all 68088 users would have taken prohibitively long.

For each of those users, we sorted their tweets in chronological order, then counted a “toggle” every time they had a geotagged tweet followed by a non-geotagged tweet, as this likely indicated they had made a conscious choice to geotag or not geotag something. We only used tweets from their most frequent tweet source (such as “Twitter for iPhone” or “Twitter Web Client”) to avoid counting false “toggles” caused by them, for example, tweeting from their phone then tweeting from their computer. We found that most people in this sample toggled geotagging relatively regularly, and only a minority (40.1%) toggled less than 1% of the time, as we would expect if they were geotagging automatically. Figure 3.1 shows the distribution of how many of each

---

1 Austin, Chicago, Cleveland, Dallas, Detroit, Houston, London, Miami, Minneapolis, New York, San Francisco, and Seattle
Figure 3.1: Percent of tweets and photos in which users turned geotagging on or off. Tweets are taken from a random sample of 3406 users out of all 68088 users who had geotagged at least once in Pittsburgh; Flickr photos are taken from the YFCC100M dataset. The “Less than 1%” group can be considered those who always or never geotag; it is a minority, as most people toggle geotagging at least occasionally.

We saw similar patterns in the YFCC100M dataset. Out of the 581099 Flickr users in the data set, 214598 (36.9%) had posted at least one geotagged photo. For these users who have geotagged at least once, we counted toggles the same way as for Twitter users; results are shown in Figure 3.1. Seeing roughly the same pattern as in Twitter gives us confidence that geotagging on social media platforms is a conscious choice, not automatic.

3.4.2 Changes in Geotags Over Time

Although it was not a primary research question, an interesting finding emerged about the pattern of geotags over time. In the YFCC100M dataset (see Figure 3.4), the overall count of photos is rising in frequency, though geotagged photos are tapering off. However, [38] found the percent of photos with geotags in Flickr is increasing. One possible explanation is that the decline in geotagged photos is an artifact of the process of creating the YFCC100M dataset (or people’s willingness to license photos as Creative Commons).

In our Twitter data, however, we noticed a sharp dropoff in the number of geotagged tweets available after about May 2015. This was consistent across all of our cities; Figure 3.3 shows the dropoff in a few example cities.

This is due to a UI change Twitter made in April 2015, when announcing a new partnership with
Figure 3.2: All tweets from three representative users. Blue Xs represent geotagged tweets while orange Os are non-geotagged. User 1 geotags while traveling, User 2 tags because of a Wordpress plugin, and User 3 sees no reason not to geotag.
Figure 3.3: Counts of coordinate geotagged tweets from different cities. The sharp dropoff around May 2015 is due to a Twitter UI change: placetagging, not coordinate geotagging, is now the default.

Figure 3.4: Counts of geotagged and non-geotagged photos from the YFCC100M dataset. Note that, while non-geotagged photos are growing steadily, geotagged photos may be falling.

Foursquare\footnote{https://twittercommunity.com/t/foursquare-location-data-in-the-api/36065} placetagging, not coordinate-geotagging, is now the default. As we will discuss in Study 2, while this reduced the data available to researchers, it also removed a source of confusion and accidental privacy leaks.

### 3.4.3 How many distinct places do people geotag at?

We calculated how widely people’s geotag distribution varied. After excluding all accounts with fewer than 20 geotagged tweets, we rounded each geotag to the closest 0.001 degree latitude and longitude (creating bins about the size of 1-2 city blocks), then counted how many places each account had posted a geotagged tweet. We found that most people had between 1 and 35 places (median = 18, 3rd quartile = 35, 95th percentile 103.8; see figure\ref{fig:places}, but of course this depends on the number of tweets. We also calculated the number of tweets per place, finding that people usually tweet about 4 times in a place, though this varies widely (1st quartile = 2.3, median = 3.9, 3rd quartile = 7.0, 99th percentile = 102.6).
Figure 3.5: Number of distinct places where each Twitter user in our Pittsburgh data set (with at least 20 tweets) geotags. Notice how many users tweet only in one place.

<table>
<thead>
<tr>
<th>City</th>
<th>One-place accounts</th>
<th>Job bots</th>
<th>%</th>
<th>Multi-place accounts</th>
<th>Job bots</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pittsburgh</td>
<td>331</td>
<td>73</td>
<td>22.1</td>
<td>19,214</td>
<td>179</td>
<td>0.9</td>
</tr>
<tr>
<td>SF</td>
<td>394</td>
<td>103</td>
<td>26.1</td>
<td>31,777</td>
<td>217</td>
<td>0.7</td>
</tr>
<tr>
<td>Seattle</td>
<td>259</td>
<td>78</td>
<td>30.1</td>
<td>15,571</td>
<td>203</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 3.1: Distribution of job posting bots on Twitter in Pittsburgh, San Francisco (SF), and Seattle. “One-place accounts” are accounts that post in only one location (rounded to the nearest 0.001 degree latitude and longitude). “Many-place accounts” post in multiple locations. Not all job posting bots post in one place, but a large percentage of one-place accounts are job bots.

One surprise we found is that some accounts geotag repeatedly in the same place. We inspected a random sample of 50 of the one-place accounts in the Pittsburgh area and found that about 15 accounts were bots that only posted job listings, 7 accounts had been deleted or protected, 1 was a bot that tweeted weather reports, and 1 was a bot that tweeted NHL hockey scores. While we could not detect every bot, all of the job posting bots included “job”, “career”, “work”, “join”, or “tmj” in their name (and none of the other accounts did), so we could easily scan for other bots in the full data set. We found that a large percentage of one-place accounts were job posting bots; complete statistics are shown in table 3.1.

Of course, there are plenty of spam accounts on Twitter besides job posting bots. Some of them, like realistic-looking accounts made to promote a product, are difficult to filter out. However, we point out the job bots to show one easy way that researchers who are analyzing geotagged tweets can easily remove a large quantity of tweets that may not be relevant to their purposes.
1. What is your Twitter username?

2. Did you know that you’ve posted geotagged tweets in 2014? (answers: yes, no)

3. Describe the first time you geotagged a tweet. What caused you to decide to add your location?

4. Do you still geotag your tweets? (answers: Yes, always; Yes, sometimes; No; I’m not sure)

5. If you currently geotag your tweets sometimes, describe a recent tweet that you decided to geotag.

6. If you currently geotag your tweets sometimes, describe a recent tweet that you specifically decided NOT to geotag.

7. Are you worried about privacy implications of geotagging your tweets? (Answers: yes, very worried; yes, slightly worried; no, not very worried; no, not worried at all)

8. Why or why not?

9. Which Twitter client do you use most often?

10. Did this survey cause you to change your choices about geotagging?

Table 3.2: Questions in Study 2. All responses without answer choices given were free-response.

### 3.5 STUDY 2: SURVEY OF TWITTER GEOFAGGERS

In Study 1, we found that social media users often toggled geotagging, which suggests that people may have nuanced views of privacy and sharing. However, there have also been news articles indicating that people sometimes accidentally shared geotagged media too. We were interested in probing these behaviors more. Towards this end, we conducted a survey of Twitter users.

In November 2014, we compiled a list of our users, sorted by the number of times they tweeted in our data set. After our study was approved by our IRB, we recruited 4119 participants to take a survey by tweeting a link to them. We started from the most prolific tweeters in order to make sure we had active users. A total of 78 responded and were paid with a $5 Amazon.com gift card for participating. (While we wish we could have had a higher response rate, we considered it appropriate for an exploratory survey.) Survey questions are listed in Table 3.2. Free-response survey questions were analyzed using affinity diagramming, as described in [8]. This technique, in which all main points from responses are printed out on post-it notes and grouped iteratively according to main themes, allowed us to find higher-level themes that emerged from the data in a bottom-up manner.

We intended this as a preliminary study; because we had just been studying users’ public tweets, hearing from them directly would be helpful. However, we also realized that only studying on one platform limited our results. While we started from the most prolific users and recruited down the list, this reflects a diverse array of active users: our users had between 57 and 2766 tweets over the course of our one-year time period (median=293).
3.6 Study 2 Results

3.6.1 Why they geotag

The most popular reasons people gave for geotagging their tweets were to communicate with and to show off their travels and events to followers. Of our 78 participants, 17 people described geotagging their tweets at an event, 9 described geotagging while traveling, and 18 described a more general desire “To show my followers where I am.” This latter set of users described choosing whether to geotag each tweet, rather than simply leaving it on. This diversity of reasons inspired us to look deeper into reasons behind geotagging, which we do in Study 3.

3.6.2 Some users did not know they were geotagging

Surprisingly, nine participants reported being unaware that they were posting geotagged tweets, while six more reported accidentally turning it on at some point and then consciously deciding to leave it on. Four were persuaded to start geotagging by an app and 10 decided to start geotagging on a whim or out of curiosity.

One major reason that people may be unaware of their geotagging is the presence of third-party apps that post geotagged tweets. Two users mentioned that they cross-post geotagged Instagram photos to Twitter, while a third uses a Wordpress plugin that cross-posts blog posts. This user was surprised to learn that she had been geotagging at all. Third-party Twitter clients are also possible causes: one person who used the Tweetbot client (an app for reading and posting tweets) mentioned that Tweetbot enables geotagging by default.

3.6.3 Some did not know their geotags’ precision

Most participants expressed some concerns about privacy, including vague feelings that they did not want to tell the world where they were (15 participants), or that they specifically did not want the world to know when they were not at home (8 participants). Several explicitly mentioned potential burglaries. These concerns echo previous location privacy findings [92].

However, 20 participants expressed very little concern about privacy. Worryingly, 12 of these participants expressed belief they were only sharing broad city-level locations, and thought that nobody knew their exact location. However, everyone in our data set, including these 12, had posted public tweets with precise coordinate geotags.

Upon further investigation, we found that the Twitter mobile app showed a confusing user interface: it appeared that users would be posting high-level tags (like “Pittsburgh, PA”) when instead the actual latitude-longitude point was stored with the tweet. As noted earlier, the Twitter mobile app’s user interface has since been changed to use placetags.

3.7 Study 3: Cross-platform Geotagger Survey

While the survey on Twitter users raised some new interesting questions, it did not fully answer the question of why users geotag. In addition, it focused only on Twitter users. We wanted to increase our sample, as well as broaden it to include other social media users.

Our primary research question for this survey was “Why do people geotag?” Having read many
Motivation | Theoretical basis
--- | ---
To show that I was at a cool, amazing, special, or popular place | Common in [28, 54]; handles “Impression management” theme without introducing jargon into the survey
To keep track of this place for later on | One of the 5 factors in [53]
To promote this place to my social network | Related to the “Place discovery” factor in [53]; related to self-presentation discussed in [14, 28]
To coordinate with my friends for activities | Part of the “Social connection” factor in [53]
To keep friends/family updated on what I’m up to and where I’m at | Part of the “Social connection” factor in [53]
It’s automatic/I always have geotag on | This does not appear in LBSN research because it doesn’t apply to LBSNs, where checking-in is the app’s purpose.

Other: __________ (free response)

Table 3.3: Answer choices for “What are your motivations for geotagging?” in our Study 3. Participants could check all options that applied to them. (Only the “Motivation” column was shown to them.)

papers about why this topic in location-based social networks [14, 28, 53, 54], we wanted to see if their findings about why people check in can be replicated in geotags in non-location-based social networks. As such, we asked them to pull up their most recent geotagged post in any social media and asked them, “Please explain in detail why you geotagged,” with a free response answer. We also asked, more generally, “What are your motivations for geotagging? (check all that apply)” and offered the choices in table 3.3.

We recruited 406 people from Amazon Mechanical Turk to ask them about their geotagging practices and their most recent geotag on their most used social media service. We recruited participants who were in the United States and had previously geotagged at least once. We asked about the content of their most recent post with geotag: what type of post it was (text, picture, etc), what it was about, why they posted it, and how meaningful it was. We asked about the geotag: what the geotag was, how precise it was, how they would describe the place they geotagged, why they geotagged, what their motivations for geotagging are, how often they go to the place, how far it is from where they live, and how long they waited to post it. The study took about 5 minutes and participants were paid $1. Six people’s responses had to be removed as their free responses indicated they were not paying attention, leaving us with 400 valid responses.
Table 3.4: Responses to “How long did you wait between having the experience and posting?” in Study 3.

<table>
<thead>
<tr>
<th>Time passed</th>
<th>Percent of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happened at the same time</td>
<td>40.75%</td>
</tr>
<tr>
<td>Within an hour</td>
<td>28.75%</td>
</tr>
<tr>
<td>Within a day</td>
<td>20.5%</td>
</tr>
<tr>
<td>Within a week</td>
<td>6.75%</td>
</tr>
<tr>
<td>Within a month</td>
<td>2.0%</td>
</tr>
<tr>
<td>More than a month</td>
<td>1.25%</td>
</tr>
</tbody>
</table>

3.8 STUDY 3 RESULTS

For reasons of space and conciseness, we will not report on all of the survey questions, instead highlighting some of the most surprising and relevant findings here.

3.8.1 WHEN DO THEY GEOTAG?

Most of our participants reported geotagging in the moment, mostly within an hour of the photo or event they are sharing. If not, they usually geotag by the end of the day: 69.0% geotag within an hour, 89.3% within a day (see table 3.4 for details). However, a substantial amount waited, for reasons like wanting to ‘settle down (at hotel)’, ‘find phone service signal’, or posting upon friends’ request.

This suggests a slight difference between geotags and check-ins, due to the concept of “check-in transience” introduced by Guha and Birnholtz [28]. Check-ins have a short lifespan; it would rarely make sense to check in later in the day or week. However, about 1/3 of our respondents waited over an hour to share their geotagged post.

3.8.2 WHERE DO THEY GEOTAG?

Our participants mostly geotagged in places far from home, as shown in Figure 3.6. When we asked about the most recent geotag, only 11.9% of them were in the users’ home or neighborhood, and 46.7% were in their home city. Johnson et al [39] found similar findings: that in Twitter, Flickr, and Swarm, only about 75% of posts are from “local” users, but ours are more extreme; depending on how one defines “local,” anywhere between 11.9% to 46.7% of geotags are from “local” users. Furthermore, 70.0% of these geotags are from rare places: places they go every year, a few times so far, or this is the first time. This confirms the finding in [53] that many people are reluctant to check in at routine places, and the finding in [14] that users avoid checking-in to home and work because it can be annoying.
Figure 3.6: Where participants geotag. Note that most people geotag far from their home: only 11.9% tag in their home neighborhood, and less than half are in their home city. Most people also geotag in places that they visit rarely: 70% of these geotags happen in places that people go annually or less frequently.

3.8.3 WHY DO THEY GEOTAG?

We asked users twice why they geotag: once in general (responses are shown in Figure 3.7) and once about specifically why they geotagged their last post. The options shown in Figure 3.7 are based on previous research, as explained in Table 3.3. We can see that few people chose “other”, which suggests that these choices explained people’s preferences well. In addition, few people geotag automatically, which corroborates our finding in Study 1. The sharp difference in magnitude between the top two reasons and the rest adds some nuance to our knowledge: the most commonly cited reasons for geotagging are the social-driven ones (“show I was at a cool place” and “keep family/friends updated”), more than the purpose-driven ones.

We analyzed the free response question about why they geotagged their last post using affinity diagramming (as described in [8], as we did in study 2.) The categories that emerged almost all fit into one of the six choices shown in Figure 3.7. The two categories that didn’t fit were “No reason” and “Application-driven”; we give some examples in Table 3.5. We note that these, too, have some precedent in the literature; users describe “checking-in” as something to do when bored and are motivated by game elements included in LBSNs [53].

3.9 DISCUSSION

3.9.1 GEOTAGS ARE POSTCARDS, NOT TICKET STUBS

Our studies brought us some findings that, unsurprisingly, agree with research on LBSNs. People geotag to show where they’ve been; keep their family and friends updated on their travels; record a place for later; or help family, friends, and strangers to find a place. People geotag at rare places more than routine places.

However, our studies add some depth and nuance to our understanding of geotagging. Showing off where they were and keeping family and friends updated rank as the most important reasons to geotag. In addition, we document for the first time that most people geotag consciously; they do
Figure 3.7: Stated motivations for geotagging. Participants (n=400) could choose multiple options.
Table 3.5: Participants’ given motivations for geotagging that fell outside the ones in Table 3.3
not simply set their phone to automatically geotag everything, as we saw in Studies 1 and 3. This was not an issue in LBSN research, because using an app like Foursquare without geotagging would not even make sense. But in non-location based social networks, it is important to know whether a geotag is a side effect of another action, like a ticket stub, or a consciously chosen artifact, like a postcard.

Our research shows that a geotag can be seen as a postcard: it shows that a person is at a certain place, it is usually used for social communication, and it is hard (though not impossible) to fake.

In addition, our studies uncovered three new important points:

- The landscape of geotagging is changing, from coordinate geotags to placetags
- Some people may not know that they’re geotagging, or how precisely they’re geotagging
- New types of spammers are becoming prevalent in public geotagged data

In the rest of this section, we will discuss the implications of these findings for different groups.

### 3.9.2 Implications for Applications and App Developers

There are clearly pitfalls to avoid when designing an application that involves users’ locations. Many papers have documented the risks, e.g. [92]. In this paper, we documented two more risks: the possibility that users are coordinate geotagging when they think they are placetagging (as in Twitter before April 2015), and third-party apps that add geotags with people’s knowledge. In this section, we propose ways to avoid these harms and improve users’ geotagging experience.

**Minimize Automatic Tags and Coordinate Geotags**

To avoid accidental privacy leaks, social media software needs to be more careful when automatically geotagging participants’ posts. For some apps, such as the old Foursquare check-in app (now Swarm), geotagging is the main purpose of the app, and so it makes sense to have automatic geotags. However, in Study 2, we also reported on two examples where people’s mental models and expectations about geotagging did not match reality.

This point is obvious and straightforward. Less obviously, social media software might consider whether they want geotagging to be a sticky setting at all. That is, if a person geotags one post, should the next post be geotagged by default? Our results suggest no: people largely prefer to make a conscious choice about whether to geotag each post or not. This choice adds only slight overhead, and prevents potentially disastrous privacy leaks.

Another option to reduce privacy risks is to use placetags instead of coordinate geotags. All of our participants’ main use cases could usually be handled by placetags, and coordinate geotags are often too precise, revealing more of a user’s location than they want. Only the “coordinate with friends” and “keep track of this place for later” cases might require a coordinate geotag, and then only if it’s in a wilderness area or other place without well-defined places.

Using placetags could improve the user experience in other ways as well, as coordinate geotags are usually hard for people to understand. Many services, like Twitter and Facebook, are already doing this well: users can select which granularity to placetag, whether it’s the building or city
that they are in. They can also add their exact location if they want. A minor challenge is that coordinate tags can be generated solely on a smartphone through GPS, whereas placetags require network services and a large database that needs to be kept up to date to do lookups of place names.

**HELP RESEARCHERS UNDERSTAND PLACETAGS**

One notable downside of placetags, however, is their interpretability. If a researcher sees a placetag that says "Starbucks" without any finer grained information, how can they know which Starbucks location the user is at? Also, sometimes placetags represent coarse places, like "Singapore," but researchers interpret them as being finer-grained points. They sometimes transform a bounding box into one point at the center, which can have annoying or even disastrous consequences, as Shamma documents [79]. Services need to return geotags at different granularities: cities, polygons, or points. They also need to document why they are returning the granularity that they are: because the user chose it, because the user’s GPS could not get an accurate reading, because of the user’s default privacy settings, or whatever other reason.

While it would be computationally expensive to send an entire polygon with every social media point, it would be feasible to publish a gazetteer of places along with a social media API. Services may be tempted to send bounding boxes instead, but this could lead to other problems, such as Mapzen accidentally declaring Copenhagen part of Sweden [80].

Importantly, this is not an appeal to altruism; researchers are internal as well as external. Improving the comprehensibility of placetags for researchers will help a company’s own analysts as well as the academic community.

**3.9.3 IMPLICATIONS FOR RESEARCHERS**

Many studies have treated geotag data as sensor data, without much regard for how it came to be. For some use cases, this is sufficient, but in other situations, more care is needed in drawing conclusions from geotagged social media data. Below, we discuss some salient issues for researchers in using geotagged data.

**AVAILABILITY OF COORDINATE GEOTAGS IS DECREASING**

Publicly visible geotagged social media may seem like an endless source of rich data. However, as we saw in Study 1, Twitter has fewer coordinate geotags available, and even Flickr geotags may be plateauing. Additionally, our participants in Study 3 geotagged primarily on Facebook, Instagram, and Foursquare, but these services do not publish public “firehose” APIs for gathering data.

Furthermore, the geotags that are still present are getting stranger: job posting bots, weather and sports bots, deleted accounts, and other accounts are creating a growing fraction of all public geotagged tweets.

As a result, it is not clear how much more research can be done with coordinate geotags. In addition, for the coordinate geotags that are available, it is important to dig in and filter out whatever spam may be prevalent.
An alternative is that researchers may need to become more comfortable dealing with placetags. For example, it is important to avoid the center-of-rectangle problem mentioned in the previous section. The semantics of a placetag may also vary by application. A few general principles include realizing that the data available at the building or neighborhood level will likely be much smaller than the data at the city level, and the data at the point level smaller still.

**Geotag provenance affects research methods**

It is important to treat geotagging as a performative act, not a passive one. As Study 2 showed, most people consciously decide to geotag each time; as Study 3 showed, people use geotags mostly to show off where they have been, keep family and friends updated, and occasionally coordinate with friends or save a place for later. The content of their tags often reflects vacations or meals at restaurants. As a result, it is a rich data set to study where people go on vacation, eat out, or have places that they want to save for later. However, it does not seem to be a rich data set to study users’ everyday lives.

As an example of a use case where the provenance of these tweets matters, we point to [87]. In this work, the authors tried to find users’ home addresses given a sample of their geotagged tweets. If tweets represented a random sample of places the user has been, this would be trivial, because most tweets would occur at users’ homes. However, they found that this was impossible for about 15% of Twitter users, because they recently moved, never tweeted at home, or had other complicated use cases. They reference Krumm [47], who previously attempted to find home addresses based on GPS sensors on cars. Naturally, with the same methods, the GPS on the car worked much better, because those readings come from a passive and automatic sensor, not a performative act.

But the fact that geotags come from unusual occasions doesn’t only limit research; it can add extra context to a post. For example, many geotagged tweets come from Untappd, an app for beer aficionados to share their experiences of fine beers. While Untappd tweets tell us less about the general public’s day to day movement, they tell us more about local beer loving communities and, potentially, the sociability of a place. Likewise, the fact that people often geotag on vacation or while out to dinner may provide clues to activity recognition and computer vision algorithms. We encourage researchers to find questions that can take advantage of the rich variety of sources that geotagged tweets provide.

**3.10 Conclusion**

While checking in in location-based social networks has become a widely researched topic, motivations behind geotagging in other social media have not been as fully analyzed. We investigated if people geotagged their social media posts for the same reasons that they checked in on LB-SNs, and for the most part found that they do. Geotags are postcards, not ticket stubs; conscious choices, not byproducts. People geotag their social media posts to show off where they are or communicate with family and friends. They geotag in faraway and rare places. However, in our research we found reasons, especially recently, why researchers and developers must be careful. Researchers should be aware that counts of coordinate geotags are shrinking and specific types of spam are rising, while developers should show their users clearly what they are posting, avoid
sticky geotagging settings, and prioritize placetags over coordinates.

Returning to our research questions, these findings show that geotagged social media posts are likely to be useful to show glimpses into a world. Because they are provided by a small subset of the users of any particular social network (who are in turn a small subset of a population), they are less useful for demographics or other statistics about a population as a whole. This suggests that they will be likely to be a valuable resource for travelers more than for city planners or other officials.
4 WHAT TRAVELERS WANT

After surveying what we know about social media, I turn now to the question of how it can help travelers. But before answering that, it is important to understand these new tourists’ motives. In this chapter, I address the question, “What do these new travelers mean by ‘get a feel for the city’?” How can we operationalize this vague concept to help them find what they’re looking for?

In this chapter, I detail two studies: first interviews with 14 creative tourists, then surveys with 490 more creative tourists, to find out what they are looking for. The model that emerged has five parts: safety, convenience, liveliness, aesthetic appeal, and the ability to live like locals. This further informed the design of the Neighborhood Guides application and future research, as described in chapters 5, 6, and 7.

4.1 INTRODUCTION AND BACKGROUND

The sharing economy has revolutionized the tourism industry. Apps like Airbnb, Couchsurfing, and HomeAway allow people to match up with locals and stay at their homes. Airbnb now boasts over 60 million users staying at over 2 million listings [1], Couchsurfing has over 10 million users [2], and HomeAway has 1.2 million listings [3]. Mobile and web technology, user reviews, and social media have combined to enable people to stay in tons of new places.

At the same time, a growing body of research suggests that modern urban travelers want to travel in new ways: they want to experience “everyday life” in a city and “do what the locals do.” Unlike the sun-and-sand tourists of two generations ago or the cultural-site-visiting tourists of last generation, today’s tourists want to curate and create their own experience. Choosing unique lodging is one way they can do so. However, travelers often don’t know what neighborhoods they might like to stay in. The plentiful lodging around the city gives travelers an overwhelming array of choice, and without local knowledge of a place, travelers don’t know where to start looking.

Tools that are available to address these information needs all fall short. Traditional guidebooks from Fodor’s, Frommer’s, and Lonely Planet give people information about those central tourist districts and sights to see. Yelp and Foursquare give people information about the businesses, the bars and restaurants and locksmiths, in an area, but travelers cannot easily understand how the whole neighborhood feels just from that. Cities gather statistics - and indeed, are releasing open data more than ever before - but numbers also fail to convey a neighborhood’s culture. Finally, occasionally travelers can learn local vernacular descriptions, but these are often shallow. For example, “Lawrenceville is the cool neighborhood” or “South Side is the party neighborhood.”

In order to design tourist guides of the future to help people renting through the sharing economy, we conducted two studies of travelers. We first interviewed 24 people who have recently traveled or moved to another city. We then surveyed 490 people (98 recruited via social media and
392 users of Airbnb) to better understand what they want to know about neighborhoods. We developed a five-dimension model of what users want in neighborhood search: safety, location convenience, liveliness, the ability to live like locals, and aesthetic appeal. This model, and the understanding built through the qualitative and quantitative studies, will help us design modern neighborhood guides to help these travelers.

4.2 Study 1: Interviews

For this research, we employed a mixed methods approach, gaining qualitative insights from interactive interviews, which we adjusted and confirmed with quantitative data from surveys (described later as Study 2). We began with interviews of 24 participants.

In these interviews, we focused on the following research questions:

- What do people want to know about neighborhoods when they’re traveling?
- What do people want to know about neighborhoods when they’re moving? (Note: we later removed the movers from our sample to focus on travelers.)
- What do people wish travelers and movers knew about their neighborhood?

We recruited 17 participants in Pittsburgh who all recently traveled or moved by posting our study on Reddit, Craigslist, and Facebook. We asked them to describe their search process and their experience finding a neighborhood to stay or live. We then showed them printed pages about the neighborhoods they moved from or traveled to: popular Twitter words that are more common in that neighborhood than others, Flickr photos obtained by searching the neighborhood names on Twitter, the top 10 most popular venues on Yelp, and market research and statistics from the Tapestry guide produced by GIS company ESRI[1]. We asked them to create two one-page guides (one for the neighborhood they moved from/traveled to, and one for the neighborhood they currently live in) by cutting and taping these materials, and writing or drawing in anything that was missing. This was meant as an elicitation exercise to get them thinking about these neighborhoods in more depth. Our university’s Institutional Review Board approved this study.

After these 17 interviews, of which 7 involved recent travelers and 10 involved recent movers, we realized one recurring issue: location guides often matter more to travelers than movers. Movers care about many factors in addition to the neighborhood: the house or apartment itself, the cost of rent or a mortgage, the proximity to an existing job, and the local schools. They also tend to have much more time to investigate neighborhoods before moving there. Some of their concerns still echo the travelers’ concerns, so we retained their data, but we reoriented the project to focus on travelers.

We recruited seven more recent travelers in San Francisco, bringing the total to 24 participants. For this second group, we did the same interview, but focused more on factors that seemed relevant in the first one: safety, liveliness, diversity, and aesthetics. We also only recruited travelers for the second group. We did not bring the printouts or ask participants to create flyers like we did for the first group, because the extra work did not provide much more value or insight.

We will refer to the original 17 interviewees as A1-A17, and the next seven as B1-B7. Basic information about these participants is included in Table 4.1. Interviews were conducted in cafes or other public places near them for convenience and to get them thinking about their neighborhoods. B5 and B6, a dating couple, interviewed together; all the rest were done separately. Our participants are mostly in their 20s and 30s, which are also the age groups most likely to try a home-sharing site like Airbnb or Couchsurfing, according to a 2016 Pew Internet report [81].

Because the interviews occurred in public places, we could not record them, but we took notes to capture important points as well as possible. After finishing each batch of interviews, we analyzed the data iteratively, using an open coding approach to allow insights to emerge from the data. In this method, as described by Strauss and Corbin [83], a researcher iteratively reads through notes, such as statements or opinions from participants, and applies codes to describe higher-level themes relating to these notes. After completing all the notes, the researcher re-reads the notes and re-codes them until they reach convergence. In this way, the higher-level themes can emerge from the data.

These interviews revealed a lot about this group’s travel and moving motivations, what they hope to learn about neighborhoods, and where they decide to stay, as well as a few interesting tensions that arise when they make those decisions. We built a six-part model of tourist information search, which we then refined and verified with our next study.

4.2.1 Tourist Neighborhood Search Model 1.0

After coding interviewees’ responses, we came up with a six-dimension model that it seemed users would search on. We describe it here for clarity, though we will later introduce a more validated model that we believe to be more accurate. To reduce redundancy, we also offer more details about these dimensions by combining the results of these interviews with the results of our later survey.

Our participants wanted to search for neighborhoods along the following dimensions:

1. Safety: how easy it is to avoid crime or other trouble
2. Diversity: how diverse the people are who live there
3. Walkability: how easy it is to get around by walking
4. Aesthetic Appeal: how nice the neighborhood looks
5. Third Places: how wide and deep a selection of bars, cafes, and other social places exists in the neighborhood. (We use the term “third places” as introduced by Oldenburg [66].)
6. Authenticity: participants defined this in many different ways, often invoking a duality with “touristiness” (an “authentic” and desirable place was one that was not “touristy.”) We define authenticity more precisely when discussing the later model.

4.3 Study 2: Survey to Validate and Clarify Model

To refine our model after Study 1, we conducted a survey. We wanted to know:
<table>
<thead>
<tr>
<th>Age</th>
<th>Occupation</th>
<th>To/from where?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 20-29</td>
<td>PhD Student</td>
<td>Travel New York City</td>
</tr>
<tr>
<td>A2 20-29</td>
<td>Social Worker</td>
<td>Move Within Pittsburgh</td>
</tr>
<tr>
<td>A3 20-29</td>
<td>PhD Student</td>
<td>Move Palo Alto, California</td>
</tr>
<tr>
<td>A4 30-39</td>
<td>System Administrator</td>
<td>Move Slippery Rock, Pennsylvania</td>
</tr>
<tr>
<td>A5 20-29</td>
<td>Master’s Student</td>
<td>Move Mountain View, California</td>
</tr>
<tr>
<td>A6 20-29</td>
<td>Master’s Student</td>
<td>Travel London and France</td>
</tr>
<tr>
<td>A7 30-39</td>
<td>IT/Network Engineering</td>
<td>Move Philadelphia</td>
</tr>
<tr>
<td>A8 30-39</td>
<td>PhD Student</td>
<td>Move Maryland</td>
</tr>
<tr>
<td>A9 20-29</td>
<td>Social Media Manager</td>
<td>Travel Philadelphia and Toronto</td>
</tr>
<tr>
<td>A10 20-29</td>
<td>Unknown</td>
<td>Move Within Pittsburgh</td>
</tr>
<tr>
<td>A11 20-29</td>
<td>PhD Student</td>
<td>Travel Zurich, Switzerland</td>
</tr>
<tr>
<td>A12 20-29</td>
<td>Master’s Student</td>
<td>Move Bangalore, India</td>
</tr>
<tr>
<td>A13 20-29</td>
<td>Lawyer</td>
<td>Move San Juan, Puerto Rico</td>
</tr>
<tr>
<td>A14 20-29</td>
<td>Research Assistant</td>
<td>Travel Montreal</td>
</tr>
<tr>
<td>A15 50-59</td>
<td>Museum Exec. Assistant</td>
<td>Move Philadelphia</td>
</tr>
<tr>
<td>A16 20-29</td>
<td>Unemployed</td>
<td>Travel Asheville, North Carolina</td>
</tr>
<tr>
<td>A17 20-29</td>
<td>Institutional Researcher</td>
<td>Travel Philadelphia</td>
</tr>
<tr>
<td>B1 30-39</td>
<td>Assistant Professor</td>
<td>Travel Norway and Houston</td>
</tr>
<tr>
<td>B3 30-39</td>
<td>Unknown</td>
<td>Travel Lake Tahoe</td>
</tr>
<tr>
<td>B4 20-29</td>
<td>Unemployed</td>
<td>Travel Scottsdale, AZ; Florida Keys</td>
</tr>
<tr>
<td>B5 20-29</td>
<td>Musician and teacher</td>
<td>Travel Seattle and Aspen, CO</td>
</tr>
<tr>
<td>B6 20-29</td>
<td>Travel journalist</td>
<td>Travel Seattle, Aspen, New Orleans, London</td>
</tr>
<tr>
<td>B7 20-29</td>
<td>Tax consultant</td>
<td>Travel Merida, Mexico</td>
</tr>
</tbody>
</table>

Table 4.1: Participants in Study 1 (Interviews). Participants in group A lived in Pittsburgh; group B lived in or near San Francisco. Each was asked about a recent time they traveled or moved (group B was only asked about travel).
• Is our six-dimension model of tourist neighborhood search complete, or have we missed any important dimensions?
• Are all six dimensions necessary?
• How important is each dimension?

The survey asked participants which of our six dimensions was the most important thing when they are finding a place to stay (with an option for “other”), then asked them more nuanced questions about the relative importance of each one. These questions were taken from key points people brought up during the interviews; for each of our six dimensions, we created 2-4 questions based on that dimension. The survey questions are shown in Table 4.2.

We recruited participants in two batches. In the first batch, we recruited on Facebook, Twitter, Reddit, Craigslist, and Slack, and through a participant pool at our university. This survey was approved by our Institutional Review Board. The survey took about 10 minutes, and participants were entered into a drawing for one of five $50 Amazon.com gift cards. We received 98 responses. For the second batch, our collaborators at Airbnb, Inc., sent the survey to some of their users and received 392 responses.

4.4 RESULTS

4.4.1 Travelers use social or budget heuristics if possible

A number of conditions may cause travelers to do very little research before choosing where to stay. If someone already has a place to stay, they will likely take that. B2 described this as a “bird in the hand” situation, and said it occurred a lot when Couchsurfing: finding a local who’s willing to host him for free can be difficult, so he will usually accept, regardless of circumstances.

If a traveler has social or other constraints, such as friends or family to visit or an event to attend, they usually consider tourism secondary and stay somewhere nice near that constraint. B5 and B6 described going to the X Games, an extreme sports event, in Aspen, Colorado: they spent most of their time watching events, so they simply wanted to stay near the games. Similarly, B4 described visiting Scottsdale, Arizona, on personal business, which led to him staying in the Fashion Square district. He found it rather unpleasant, and had trouble getting around, but he needed to be near there.

Finally, budget constraints would often short-circuit the lodging search. B5 and B6 described another trip, when they went to Seattle but wanted to pick the cheapest lodging possible. This ended up being the Green Tortoise Hostel downtown, and since they had stayed in another Green Tortoise elsewhere, they decided it would work. B3 also described a road trip where he simply looked up a place to stay while on the road each day, only wanting something simple, clean, and cheap.

4.4.2 If no heuristics are available, people try to optimize along five dimensions.

Most of the participants in Study 1 described at least some trips where they did not use any of these heuristics, and instead wanted to satisfy six different dimensions: Safety, Diversity,
Table 4.2: Survey questions for Study 2. All questions after question 1 were presented in random order and had 5-point Likert scale responses. “How desirable” questions (4, 8, 16) had responses from “Very undesirable” to “Very desirable.” “How Important,” “How Influential,” and “How Concerned” questions (2, 3, 7, 9, 11, 12, 13, 17, 18) had “Not at all/Slightly/Somewhat/Very/Extremely” responses. “How often” questions (5, 10, 14, 15) had “Never”, “Almost never”, “Occasionally”, “Almost every time”, “Every time” responses. Question 6 had “Much prefer up and coming”, “Somewhat prefer up and coming”, “Neutral”, “Somewhat prefer established”, “Much prefer established” responses.
Aesthetic Appeal, Walkability, Third Places, and Authenticity. Figure 4.1 shows how many people selected each of these six as their most important dimension.

After Study 2, we adjusted the model and instead found five dimensions. We did this by performing factor analysis on our survey questions. Five eigenvalues of the correlation matrix were greater than 1 in both datasets, so after performing factor analysis with 5 factors, loadings are shown in Table 4.3.

We will explain these dimensions in the next section.

4.4.3 CURRENT NEIGHBORHOOD SEARCH TOOLS ARE INADEQUATE

Given that these five dimensions matter in different ways for different searchers, how do travelers search for neighborhoods now?

The primary search method participants said they used was to ask friends and family. If people visited friends, like B2 in Albuquerque and Portland, they can do this directly; otherwise, like A9, they would ask friends beforehand what were interesting and fun neighborhoods.

Online research was also widely used, often as simply as searching Google for “things to do in London” or “London off the beaten path” (B6). B7 lamented, though, that this kind of searching can turn the usually-fun process of traveling into work.

Because searching was so labor intensive, some people who did not have any pre-existing heuristics (as described above) tried to create their own heuristics. A11 would search for the “queerest neighborhood” in a given city, as she did when she visited Zurich. This was not in order to find particular sites there (Zurich’s queerest neighborhood featured one main gay bar and one main sex shop, neither of which she visited), but just because she found that she would often like the kind of people she met there. Similarly, B1 searched for the best coffee shops, not because she would spend most of her time there, but because she usually likes neighborhoods that have good coffee shops. B2 would read books about a place, like Gregory David Roberts’s novel Shantaram before visiting Mumbai, or Maya Angelou before visiting San Francisco, in order to recognize places they mentioned.

4.5 TOURIST NEIGHBORHOOD SEARCH MODEL 2.0

Our refined model of tourist information search has five dimensions: the primary dimensions of Safety and Location Convenience, and the secondary dimensions of Living Like Locals, Liveliness, and Aesthetic Appeal. Figure 4.2 shows which parts of our Tourist Information Search Model 1.0 turned into each dimension in this Model 2.0.

4.5.1 DIMENSION 1: SAFETY

Everyone wanted to be safe. Safety was a dimension that came out of our interviews, and our surveys verified its importance. In both the general public and the Airbnb user populations, people most commonly chose safety as the most important factor (38 of 98 public respondents and 153 of 392 Airbnb respondents).
<table>
<thead>
<tr>
<th>Question</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (importance of safety)</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (crime rate)</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (diverse people)</td>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 (where different people interact)</td>
<td></td>
<td>0.44</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 (“up and coming” vs. “established”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 (get around by walking)</td>
<td></td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 (urban place)</td>
<td></td>
<td>0.33</td>
<td></td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>9 (get around with public transit)</td>
<td></td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 (have a car)</td>
<td></td>
<td>-0.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 (looks nice)</td>
<td></td>
<td>0.31</td>
<td></td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>12 (the look of the neighborhood)</td>
<td></td>
<td></td>
<td></td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>13 (bars and cafes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>14 (speculate what it’s like to live there)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.35</td>
</tr>
<tr>
<td>15 (do what locals do)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>16 (caters to tourists)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 (off the beaten path)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>18 (functional neighborhood)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 4.3: Factor loadings on survey questions, Airbnb data set. (findings on the general public data set were similar.) Loadings <0.3 are omitted. Factors 1 through 5 became safety, location convenience, living like locals, aesthetic appeal, and liveliness, respectively.
Figure 4.1: The most important dimensions of choosing a neighborhood to stay in, according to our respondents (general public on left, Airbnb users on right).
Figure 4.2: Our original model and final model after Study 2.
The meaning of safety varied slightly depending on location; usually it included crime, but A1, A15, A17, and B4 all mentioned fear of bedbugs when traveling to New York. People’s interpretations of “safety” varied, too, depending on the type of crime and individual thresholds. A2 mentioned the distinction between “drug deal gone bad” vs. “random” crime, A5 looked up murder rates rather than crime rates because those were the crimes that mattered the most, and B4 didn’t really care about most crime, except, “I just don’t want to get shot at.” On the other hand, A6 rerouted a whole itinerary through France after hearing that Marseille, one of their planned destinations, was “unsafe.”

When asked if safety was always an upside, many participants declined. A6 described spending one night in Churchill Gardens, a posh part of London, but then moving on to somewhat simpler Clerkenwell. Often the safest spaces are also the most expensive, and because they are so expensive, only a homogenous set of wealthy people can live there.

4.5.2 DIMENSION 2: LOCATION CONVENIENCE

We define the “location convenience” of a place as how easy it is for a traveler staying at that place to get to everywhere they want to go. This concept emerged from our survey results; we had missed it in the interviews, in favor of the concept of “walkability.” Walkability is part of location convenience: if a place is easy to walk around, then it will be easy to get to attractions and daily necessities. Especially in a foreign place, where one might not have a car or understand local public transport, walking to something is often the easiest way to get there.

However, location convenience extends beyond walkability, depending on the local transportation options and the traveler’s trip. A1 and B1 both talked about the extensive subway in New York City; A1 noted that she did not feel compelled to stay in central Midtown as long as she was near a subway, while B1 preferred taking subways to walking because it was an interesting experience in itself. Perceptions of location convenience change with mode of transportation and circumstance, too. B5 and B6 described going to Aspen, Colorado together to see the Winter X Games extreme sports competition. Three areas, Aspen, Buttermilk, and Snowmass, had lodging options, but the only transport between them and the X Games site was by bus, and Buttermilk and Snowmass required an extra bus ride to get to Aspen. B5 and B6 focused their search on Aspen itself, because it would require one bus ride per day instead of two. Naturally, in a less crowded time of the year, Buttermilk and Snowmass would be more location convenient.

Location convenience for travelers is related to location efficiency for people living in a place [33]. Location-efficient places are dense places with good public transit access, where residents will be less likely to need to own a car. Location efficiency and location convenience are not exactly the same, as travelers have a different set of priorities (for example, getting to a tourist destination rather than a job, or a restaurant rather than a grocery store), but they are quite similar.

We did not ask specifically about location convenience in Study 2; its inclusion came out of the “other” responses. Of the 23 “other” responses from the Airbnb group, 13 were about location convenience, as were 2 of the 4 “other” responses in the general public group. Also, as walkability was the second most common choice as the most important dimension (see Figure 4.1), we assume that location convenience would be the second most common choice if we had included
it instead.

### 4.5.3 Dimension 3: Liveliness

Our participants mostly appreciated lively places. This intuitively makes sense, as they traveled to cities; the trips they discussed are not “sun and sand” getaway trips. Lively places have a number of advantages: there are usually businesses nearby, so it is easy to accomplish daily tasks; there are fewer safety concerns; they are often interesting in their own right due to markets or street performers. “Liveliness” encompasses what we previously referred to as “diversity” because the street is an equalizing place, as Jacobs writes [35]. All kinds of people can meet on a street; as A1 and B1 said, their favorite places allow “room for everyone.”

Liveliness thus includes some of the components of diversity, some components of walkability, and some components of third places. Some participants offered examples of lively places they enjoyed: B1 enjoyed train stations, while she and B6 both brought up markets. Others described liveliness in their own words: “being in the middle of stuff” (B4), “having stuff around” (A15), or being “where everything is” (A9). Liveliness makes traveling more pleasant and enables serendipitous encounters too. B6 talked about visiting New Orleans and stumbling across parades put together by local Native American groups, which she unexpectedly enjoyed. Similarly, B7 described how she preferred staying in the residential Itzimna neighborhood over the center of Merida, because she enjoyed her 20-30 minute walk to the center every day and the chance encounters it brings.

### 4.5.4 Dimension 4: Living Like Locals

This dimension may be the most complex, as it includes two related ideas: the authenticity of a place and the opportunity to experience everyday life. Due to its complexity, we will discuss it in two parts.

**Authenticity**

This dimension represents how closely people can simulate a “normal”, non-traveling life there, and approximates notions of “authenticity.” Many participants expressed desires for an “authentic” “non-touristy” place. Clearly, “touristy” places have some disadvantages: they are expensive (B6 gave the example of paying £39 to see the Crown Jewels in London) and often people act differently there (B7 described feeling like she “had a dollar sign on her forehead” in the tourist beaches of Cancun). But those inconveniences do not explain the intensity of the desire to be “not a tourist” (or even “the anti-tourist”, as A9 described himself). Furthermore, some people appreciated touristy places, for practical reasons: B7 noted that not speaking Spanish limited her experience in Mexico, and A6 described how she would search for a place that’s not the #1 tourist destination but also not completely local, due to language issues.

To understand this touristiness tension, it is useful to review previous work about authenticity in tourist places. Early work located all spaces on a 6-stage scale from front-stage (purely for show) to backstage (fully authentic) and predicted that all tourists would seek authenticity [56]. Later work added more nuance, describing the “authenticity” of an experience in nine subtypes depending on how authentic the place was, how authentic the people were, and whether the visitor
put importance on the authenticity of the people or the place, both, or neither [68]. Furthermore, the authenticity of an experience may be best explained as existential authenticity, or the personal resonance with that experience. Existential authenticity has two forms: intra-personal (discovering and being true to oneself) and inter-personal (having a real connection to others) [95].

For example, different people may enjoy a trip to the Van Gogh Museum in Amsterdam for many reasons. They may appreciate seeing the original Sunflowers (objective authenticity) or seeing the official, definitive collection of Van Gogh’s art (constructive authenticity). They may enjoy a stirring resonance with Van Gogh’s masterful brushstrokes, or the ability to discuss these paintings with their fellow tourists (existential authenticity, intra- and inter-personal respectively). They might get useful information from the docents in an official, front-stage capacity, or they might get a docent to reveal little-known backstage stories about working at the museum. Finally, afterwards, they may stay in the enclavic tourist “bubble” of the Museumplein outside, or they may head to a more heterogeneous neighborhood, as described in [22]. Each of these experiences may be regarded by one person as “authentic” and by another as “touristy.”

THIRD PLACES

Another recurring theme was described as “taking in the city life” (B1), seeing “what people actually do here” (A9), “kind of get[ting] a feel” of the city (A6), and even “play[ing] the game of, what if we lived here” (A17). This echoes a trend towards travelers using the everyday as a way to create their experience, for the travel experience to be less about what they are consuming and more about what they are becoming [57]. Most participants (except A16) were not traveling in order to find a place to move to, but they still enjoyed pretending to do so.

When pressed, though, interviewees did not actually want their travel experiences to be about the real “everyday.” Everyday life involves work, chores, and errands that most people do not enjoy, wherever they are. For example, asked if she would be interested to see everyday life in the Financial District of San Francisco, B1 replied no, the Financial District isn’t the kind of “everyday” she’s looking for (though clearly it is an integral part of many people’s everyday lives). Instead, participants wanted to experience an “ideal everyday,” which involved two recurring subthemes: relaxation and third places.

Relaxation is self-explanatory: travelers, usually on leisure trips, preferred a slow-paced day with few responsibilities to a quick, busy day. A1 appreciated a relaxing or “chill” environment, as did B1, who elaborated that, as a busy professor, she often doesn’t get a chance to do the “everyday” things that are part of this ideal day. She gave an example of buying a birthday card for a friend: she plans to do this on an upcoming trip to visit friends, just because that will be the only time she has to do it.

Third places, such as bars, cafes, and bookstores as described in [66], are also a key part of this “ideal everyday.” Many participants described local venues they loved: a coffeeshop and a taqueria (A13), cafes where one can see friends sitting outside (A14), cafes and dive bars (B4). B1 went as far as to suggest that she would travel to a place based on where the best coffee shops were. Because third places tend to be neutral, accessible, status-leveling places, travelers
appreciate them. Stepping into everyday life in another place involves adjustments, and these third places give travelers a way to recharge.

After our factor analysis of the survey results (see Table 4.3, we realized that the concepts of authenticity and third places, which we had assumed to be separate, really reflected the same underlying emotion: travelers want to be able to be part of a different place, to experience a different life instead of just seeing some different things. Therefore, we combined these two dimensions into one overall theme of “living like locals.”

4.5.5 Dimension 5: Aesthetic Appeal

Aesthetic appeal in many forms is one of the main incentives for people to travel, and one of the main influences on the overall feeling of a trip. By “aesthetic appeal”, we are referring to anything about the senses: participants mentioned visual, auditory, and gustatory appeal particularly, and occasionally smell. Some preferences were universal, such as enjoyment of nature and avoidance of loud places while sleeping. Others were personal: A10 described her neighborhood as a burgeoning urban agricultural area, while A4 described the city of Pittsburgh as a “concrete jungle.” Many participants described suburbs as “boring”, but A7 described one suburb as his “perspective of what country living should be.”

4.6 Discussion and Design Opportunities

This model provides both deep insight into how new urban tourists search for neighborhoods to stay in, and shows ways forward to make guides to better serve them. In this section, we will discuss some design recommendations for these systems.

4.6.1 Focus on Areas, Not Points

Current tourist guides focus on individual places. Tourist sites, restaurants, shows, shops, and bars are all approached as if one had a perfectly rational choice between them. Searching for Indian food on Yelp results in a list of nearby places, and a traveler can just pick the highest rated option. Plenty of the research we reviewed in this paper focuses on venue recommendation as well.

But modern urban tourists, especially, want to know about interesting areas, not just interesting points. They enjoy traveling by experiencing the ideal everyday life of an area, relaxing in cafes, browsing shops, reading a book in a neighborhood park. Reading about statistics or lists of top 10 restaurants will not help them find the neighborhood they would like.

As a result, we see an opportunity for a higher level of abstraction. One promising avenue is comparison to neighborhoods in cities that they know. This is similar to work that has been done both in research [51] and in popular culture [74]. Because people already know what neighborhoods in their own city are like, this can give them an easy way to understand neighborhoods in a new city.
4.6.2 Safety and Location Convenience Make a Lodging Option Good Enough

Travelers need to get around, and they need to be safe. These were almost universal requirements from the participants that we spoke to, and the survey responses confirmed their importance. Fortunately, these seem to be easy dimensions to address in an application. Safety can be addressed using public crime data that many cities are already publishing. Location convenience is a bit more difficult, but services like Walkscore\(^2\) and Mapnificent\(^3\) are integrating walking and transit to show how hard it really is to get around from a given place.

4.6.3 Liveliness, Living Like Locals, and Aesthetics Make It Great

After a place has passed a bar of “safe enough” and “convenient enough”, modern tourists are looking for a lifestyle. They want to experience the “ideal everyday” life in a place, they want a place that’s exciting to walk around, they want a place that looks nice. Unfortunately, including these in an application is not quite as easy. However, social media offers some promising possibilities.

First, liveliness can be approximated using residential density and location reviews on sites like Yelp and Foursquare. Denser places will be more lively and likely have more places, and more reviews. Some way to look into the words in those reviews would help too: if there are tons of bars that people are praising for their wild parties, that will give a neighborhood a different feel than if it’s full of quiet restaurants or family-friendly cafes.

Second, the ability to live like locals could be mined from Yelp, Twitter and/or Flickr. As we described previously, “living like locals” involves at least two parts: the third places in the neighborhood, and the neighborhood’s authenticity. Therefore, the reviews of third places in Yelp can help. Authenticity, though, is (as we reviewed) an ill-defined concept. Some part of authenticity involves how many tourists and how many locals go there, which could be shown via a tool like Eric Fischer’s “Tourists and Locals” map\(^4\). But this is not enough; authenticity is individual. Perhaps an aggregation the tweets in an area could show something about what people talk about in that area, and someone could decide if what people talk about is “authentic” or not.

Third, aesthetic appeal might be able to be described using Flickr photos. There are already 100 million photos publicly available through the YFCC100M dataset\(^89\), and more through their public API. More importantly, these photos have computer vision-based automatic tags, so one can easily see which visual features (such as “car” or “dog” or “beach”) appear frequently in a neighborhood. Summarizing a neighborhood’s photo autotags could potentially help travelers visually explore neighborhoods easily.

4.7 Conclusion

New urban tourists want to stay in interesting residential neighborhoods and spend time “wandering about”, “taking in the city”, and “getting among the people” \(^6\), and our participants echoed these previous findings. To operationalize these desires, we conducted a series of interviews with

\(^2\)https://www.walkscore.com
\(^3\)http://www.mapnificent.net/
\(^4\)https://www.mapbox.com/labs/twitter-gnip/locals/
14 tourists (and 10 recent movers) and surveyed 490 travelers. We built the 5-dimensional model of creative tourist information search: tourists want safety, location convenience, aesthetic appeal, liveliness, and the ability to live like locals. In the next chapters I will explain how I used this model to build a prototype neighborhood guide and run user studies based on it.
5 Neighborhood Guides Prototype

In this chapter I will describe the prototype neighborhood guide application that I used as a probe for future studies, and what I learned from its initial evaluation.

This neighborhood guide was not intended as a finished product, but rather as a probe to elicit reactions from participants to better understand what they need and want when traveling, and to see which side of the city is reflected by the social media that is posted there.

5.1 Overview

The Neighborhood Guides application was conceptualized as a website that travelers could visit while planning a trip. It contains information about each neighborhood they might consider staying in.

The information included is based on the five-dimensional model of creative tourist information search we built in the previous chapter. Each dimension is represented by a data source from social media or another publicly available source. Specifically, to address the dimension of safety, we use crime statistics from city open data portals; to address convenience, we include information from Walkscore\(^1\) to address aesthetic appeal, we include photos from Flickr; for liveliness, counts of venues of different kinds from Foursquare; for the ability to live like locals, common words from Twitter. These data sources are shown in Table 5.1.

\(^1\)http://www.walkscore.com

<table>
<thead>
<tr>
<th>Model Dimension</th>
<th>Data Source</th>
<th>Information Derived</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>City open data portals</td>
<td>Crime counts by neighborhood, by type</td>
</tr>
<tr>
<td>Convenience</td>
<td>Walkscore</td>
<td>Walk score, Bike score, Transit score</td>
</tr>
<tr>
<td>Aesthetic Appeal</td>
<td>Flickr</td>
<td>Photos, sorted by autotags</td>
</tr>
<tr>
<td>Liveliness</td>
<td>Foursquare</td>
<td>Counts of venues, by type</td>
</tr>
<tr>
<td>Living Like Locals</td>
<td>Twitter</td>
<td>Common words and context</td>
</tr>
</tbody>
</table>

Table 5.1: Dimensions of the Creative Tourist information search model and corresponding data sources we used for our Neighborhood Guides prototype. More detail about how we derived information from these data sources is provided throughout the rest of this chapter.
5.1.1 CITY AND NEIGHBORHOOD CHOICES

One important choice we had to make before beginning was which cities and neighborhoods to include. We chose Pittsburgh and San Francisco because I was very familiar with them both, and Chicago and Houston because they were reasonably large cities with plenty of data available.

For each city, we used their open data portal to find neighborhood boundary data. The portals included the Western Pennsylvania Regional Data Center\(^2\) for Pittsburgh, SF OpenData\(^3\) City of Chicago Data Portal\(^4\) and Houston Data Portal\(^5\). If they had multiple neighborhood boundary data sets, we selected the one that seemed to be the most canonical or widely used.

One choice we made was to only use officially designated neighborhood boundaries. Previous projects like LiveHoods\(^18\) and Hoodsquare\(^97\) have found success using Foursquare checkins to define socially-connected neighborhoods, but we consciously chose not to use these metrics for a number of reasons. Most prominently, we wanted them to have names that connected with external data sources and people’s intuitions. For example, we wanted users to be learning about “Squirrel Hill” or “The Mission”, not “LiveHood #34”. This would aid in the external validity of any information they learn while using the site. In addition, using official boundaries deflects responsibility from us. People identify strongly with their neighborhoods and have strong opinions about where their neighborhood ends and the next neighborhood begins; we wanted them not to be distracted by these distinctions in our studies.

This site had a long vertical layout; users could see everything in Figures 5.1, 5.2, and 5.3 by scrolling up or down.

5.2 INFORMATION ABOUT EACH NEIGHBORHOOD

As mentioned previously, we used publicly available data from open data portals to describe where the boundaries of each neighborhood lie. We then gathered information about each neighborhood as follows.

5.2.1 SAFETY: CRIME STATISTICS

Many cities now release easily-parseable crime reports, so we gathered one of these for each city. In order to include a fair sample of each city without needing to correct for seasonal trends, we took data from all of 2015, which was the latest year fully available. Most cities did not have this data available by neighborhood, so we took a list of all crimes in each area and split them into neighborhoods. We also categorized them using the FBI UCR Offense Definitions\(^63\) into Part I (more serious) and Part II (less serious) offenses, to help with the suggestions from participants in chapter 4 that different types of crime may or may not worry them. We scaled these values by the population of each neighborhood. Eventually, we had three values for each neighborhood: Part I crime, Part II crime, and Total crime.

\(^2\)http://www.wprdc.org
\(^3\)https://data.sfgov.org
\(^4\)https://data.cityofchicago.org
\(^5\)http://data.ohouston.org
Users can select a neighborhood they are familiar with, to compare to neighborhoods in the unfamiliar city.

Flickr photos are arranged based on an autotag that appears in this neighborhood more frequently than in other neighborhoods.

Figure 5.1: Neighborhood Guides prototype v1.0 screenshot, part 1 of 3
Figure 5.2: Neighborhood Guides prototype v1.0 screenshot, part 2 of 3

Statistics allow users to compare their neighborhood to a new neighborhood they want to investigate. (after the initial study, this proved too confusing, so we put the stats on the map instead.)
What do people talk about on Twitter in Shadyside

These are terms that are used more often in Shadyside than in other neighborhoods. Click each word for context.
- mercurio's
- cappy's
- stacked
- #5801
- athletica
- adda
- #noodlehead
- kards
- paliantia
- chophouse

Users could click on these terms to get more context about each term.

How lively is Shadyside

Venues per square mile (via Foursquare):

Crime in Shadyside

Part 1 and Part 2 crimes are defined by the FBI. More info
For some cities, only Part 1 crime data is available.

Figure 5.3: Neighborhood Guides prototype v1.0 screenshot, part 3 of 3
5.2.2 **CONVENIENCE: WALKSCORES**

The company Walkscore[^6] has built a Walkability index showing how easy it is to get to local businesses and amenities within walking distance. Their exact algorithm is proprietary, but according to their website, the metric is calculated by counting the number of amenities in different categories within a 5-30 minute radius, where amenities within 5 minutes give the maximum score and amenities outside 30 minutes do not add to an area’s score at all. A Walk Score of 90-100 means “Daily errands do not require a car,” while 0-24 means “Almost all errands require a car.”[^7] They similarly compute a Transit Score and Bike Score based on how easy it is to get around using public transit and a bicycle.

In addition to providing a site where users can search for the Walk Score of any particular address, Walkscore also publishes average Walk Scores of entire neighborhoods. We used this data for our prototype. If the neighborhoods that Walkscore uses did not match our official neighborhood boundaries, we adjusted them manually to bring the neighborhood lists into agreement. (For example, sometimes we combined two Walkscore neighborhoods, and averaged their scores, to match one official neighborhood.) Walk Score is a rough metric, but previous studies show that Walk Score explains as much variance for shopping as any other metric, and is comparable with other walkability indices by other measures [58].

5.2.3 **AESTHETIC APPEAL: PHOTOS FROM FLICKR**

Aesthetic appeal is a rather subjective measure. Because different people have different views on what a “beautiful” place looks like, we cannot distill it into a statistic as we distilled crime and walkability. Therefore, we instead focused on providing users with a representative set of photos of the neighborhood, so they could decide if they liked how it looked.

To do this, we used data from the YFCC100M dataset [89], as it contained 49 million geotagged photos. It also contains “autotags” for each photo: tags denoting what is in the photo, added automatically by a computer-vision-based system. These tags, like “dog” or “building”, let us not only pick out photos in a given neighborhood, but also photos of a given subject in a given neighborhood. This, then, let us pick out autotags that were unusually common in a given neighborhood. We did so using the following algorithm.

Let $\text{Score}(t, n)$ be the score for autotag $t$ in neighborhood $n$. Let $C_{t,n}$ be the count of photos that have autotag $t$ in neighborhood $n$. Similarly, $C_t$ is the count of photos that have autotag $t$, $C_n$ is the count of photos that are in neighborhood $n$, and $C$ is the count of photos in the entire city. Then we define:

$$\text{Score}(t, n) = \frac{C_{t,n}}{C_n} - \frac{C_n}{C}$$  \hspace{1cm} (5.1)

In other words, the score for an autotag $t$ in neighborhood $n$ is the percent of photos that have $t$ in that neighborhood, minus the percent of photos that have $t$ in the whole city. We did this to

[^6]: https://www.walkscore.com
[^7]: https://www.walkscore.com/methodology.shtml
penalize tags like “outdoor” and “indoor” that are common in all photos, while still retaining the tags that are most common in each neighborhood. We used this instead of a TF-IDF based algorithm because the autotags come from a closed vocabulary of about 1700 words, so the long tail of natural language does not apply. (Preliminary experiments with TF-IDF variants showed that this was the case; TF-IDF tended to privilege common tags like “outdoor” because the number of “outdoor” photos was so high, even when divided by the number of other neighborhoods that have “outdoor” photos.)

For each neighborhood, we choose the ten autotags with the highest scores, and randomly select five pictures from that neighborhood that have that autotag. We display the photos and the autotag as shown in Figures [5.1 and 5.2]

### 5.2.4 Liveliness: Foursquare venues

Our participants described wanting to be in a lively place, where things were happening and there were businesses and people around. While we cannot measure this exactly, we used the presence of Foursquare venues as a reasonable proxy. Foursquare venues are usually businesses such as restaurants, bars, cafes, and shops (despite some occasional creative uses [53]), so a place with more venues is likely to be more lively.

We used the Foursquare Venues API\(^8\) to find all the venues in each city, then divided them into neighborhoods. We used the top-level venue categories to further divide venues into “Food”, “Arts & Entertainment”, “Nightlife Spot”, “Outdoors & Recreation”, and “Shop & Service” venues. The other top-level categories (“Travel & Transport”, “Residence”, “College & University”, “Professional & Other Places”, “Event”) were discarded, either because they would not add to liveliness of the area or because there were very few venues of that type.

### 5.2.5 Localness: Twitter common words

This section of the website is, by necessity, the most subjective. If participants want to “live like locals,” we wanted to give them a way to see what locals talk, do, and think about. Twitter is not a perfect sample of this, but it is one sample, and it’s free and publicly available, so we drew our data for this section from it.

We had been storing coordinate-geotagged tweets from Pittsburgh since January 2014, San Francisco since June 2014, and Houston and Chicago since November 2014. Details of our data collection are shown in Table 5.2. At the time we built this tool, this meant we had between 2 and 3 years of all of the coordinate-geotagged tweets (tweets with a latitude-longitude point, as in Chapter 3). We began by removing all tweets from the accounts of known spammers, as job-posting spammers had become a significant portion of our data (see Chapter 3 for more details). Specifically, we removed any account that contained “job”, “career”, “tmj”, “join”, “workat”, “recruit”, or “soliant”, as those seemed the worst offenders. We split each tweet into tokens using a python port\(^9\) of the Twokenize tokenizer [62]. We then removed links, @-references, tokens that are all punctuation, and stopwords using the list provided in NLTK [9]. Finally, we combined all words that remained in each neighborhood into an unordered bag of words.

\(^8\)[https://developer.foursquare.com/docs/venues/search]
\(^9\)[https://github.com/myleott/ark-twokenize-py]
Using these bags of words, we calculated the score for each word in each neighborhood using TF-IDF \[78\]. Specifically, we define \( TFIDF(w,n) \) for word \( w \) in neighborhood \( n \) as follows: Let \( C_{w,n} \) be the number of times \( w \) appears in neighborhood \( n \), and let \( N_w \) be the number of neighborhoods \( w \) appears in. Then:

\[
TFIDF(w,n) = \frac{\log(C_{w,n})}{N_w}
\]  

(5.2)

For each neighborhood, we identify the 10 words with the highest score, and present each word along with 10 random tweets containing that word for context. An example of how these are displayed is shown in Figure 5.4.

### 5.2.6 Clarification on splitting data into neighborhoods

For all of these dimensions besides Convenience, we needed to split many points into their neighborhoods. In order to do this, we used the Point-in-polygon implementation in the Python Shapely library\[10\]. However, this algorithm is slow to use on millions of points and dozens of polygons, so we precomputed a grid of 0.001 degrees latitude/longitude across each city and computed which neighborhood each point here is in. Then, to find which neighborhood a given crime/photo/tweet/venue is in, we rounded it to the nearest grid point and returned that answer. This means we may have some points on a border between neighborhoods, up to 0.0005 degrees away, categorized as the wrong neighborhood. Because 0.0005 degrees is about half a small city block, we decided that was an acceptable inaccuracy.

The code used to generate this grid and find the neighborhood for points is available on Github\[11\].

### 5.3 Navigation: Neighborhood Comparison

The previous section described how we generate information about a given neighborhood. However, imagine a user staring at the site for the first time. How would they even decide which neighborhood to look at? Following past research \[51\] and popular press \[74\], we decided to

\[10\]http://toblerity.org/shapely/manual.html  
\[11\]https://github.com/dantasse/pointmap  
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do this by a “similar neighborhood” system. Using this, people could pick a neighborhood in a city that they know, and see recommendations of cities in other neighborhoods. We also chose this path in order to diversify people’s choices: perhaps one person might want a neighborhood where they can go out and party, while another person might want a quieter or more family-friendly neighborhood.

To do this, we defined “dissimilarity” measures on each of the five dimensions of data we gathered. We do not claim these measures to be anything other than somewhat arbitrary initial attempts. They seem sensible and they work reasonably well. In addition, there is no meaningful ground truth; no canonical source of “The Williamsburg of Pittsburgh”\textsuperscript{12}, so any attempt to optimize these would be necessarily imprecise.

We defined dissimilarity of crime as one minus the ratio of crime rates in each neighborhood. If they have similar crime rates, their dissimilarity will be 1; if their crime rates are very different, their dissimilarity will be 0. Formally, let $Cr(n)$ be the total number of crimes in a neighborhood. Then:

$$D_{\text{crime}}(n_1, n_2) = 1 - \min \left( \frac{Cr(n_1)}{Cr(n_2)}, \frac{Cr(n_2)}{Cr(n_1)} \right)$$

\textsuperscript{12}Though obviously it’s Lawrenceville.
Scores. Formally, if $WS(n)$ is the Walk Score of neighborhood $n$, $TS(n)$ is the Transit Score, and $BS(n)$ is the Bike Score, then:

$$D_{\text{walkscore}}(n_1, n_2) = \sqrt{(WS(n_1) - WS(n_2))^2 + (TS(n_1) - TS(n_2))^2 + (BS(n_1) - BS(n_2))^2} \quad (5.4)$$

Similarly, dissimilarity of Foursquare venues is the Euclidean distance between the vector of Foursquare venues. So if $V_{\text{food}}(n)$ is the number of food venues in neighborhood $n$, then:

$$D_{\text{venues}}(n_1, n_2) = \sqrt{(V_{\text{food}}(n_1) - V_{\text{food}}(n_2))^2 + (V_{\text{nightlife}}(n_1) - V_{\text{nightlife}}(n_2))^2 + \ldots} \quad (5.5)$$

Dissimilarity of Flickr photos was defined as the sum of absolute differences of the occurrence of each autotag, divided by the sum of both vectors. Defining $C(t, n)$ as the number of times tag $t$ appears in photos in neighborhood $n$:

$$D_{\text{photos}}(n_1, n_2) = \frac{\sum_{t \in \text{tags}} |C(t, n_1) - C(t, n_2)|}{\sum_{t \in \text{tags}} C(t, n_1) + \sum_{t \in \text{tags}} C(t, n_2)} \quad (5.6)$$

We defined dissimilarity of tweets ($D_{\text{tweets}}$) as one minus the cosine similarity between the corpora of all tweets in each neighborhood, as implemented in the Gensim python library [75].

Finally, we defined overall dissimilarity between two neighborhoods as the average of these 5 similarities:

$$D(n_1, n_2) = \frac{D_{\text{crime}}(n_1, n_2) + D_{\text{walkscore}}(n_1, n_2) + D_{\text{venues}}(n_1, n_2) + D_{\text{photos}}(n_1, n_2) + D_{\text{tweets}}(n_1, n_2)}{5} \quad (5.7)$$

The neighborhoods with the lowest dissimilarities to the neighborhood chosen by the user were shown as the “Similar Neighborhoods,” and users could click “why?” to see each of the 5 ratings that went into that average. (See the top of Figure 5.1.) We also used the neighborhood that the user chose in order to show comparable statistics for the Safety, Convenience, and Liveliness sections (See charts in Figure 5.2 and 5.3). Our goal was to show the user not only the raw numbers of crime rates, walk scores, and venue counts, but also to show the user some stats to compare to: statistics for the city as a whole, statistics for the neighborhood they know well, and statistics for the whole city they know well.

### 5.4 Initial Reactions

Our ultimate evaluation would help us find answers to our latter two research questions: can social media help creative tourists, and what does social media tell us about our cities? However, we first conducted an initial user test in order to catch any obvious mistakes and iteratively improve our prototype. This first evaluation was conducted with 10 travelers in public places in
<table>
<thead>
<tr>
<th>Age</th>
<th>Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>25-29 Retail</td>
</tr>
<tr>
<td>C2</td>
<td>55-59 Test Driver</td>
</tr>
<tr>
<td>C3</td>
<td>55-59 Paralegal</td>
</tr>
<tr>
<td>C4</td>
<td>30-34 Community Organizer</td>
</tr>
<tr>
<td>C5</td>
<td>25-29 Designer</td>
</tr>
<tr>
<td>C6</td>
<td>20-24 Finance</td>
</tr>
<tr>
<td>C7</td>
<td>30-34 Research Scientist</td>
</tr>
<tr>
<td>C8</td>
<td>25-29 PhD Student</td>
</tr>
<tr>
<td>C9</td>
<td>60-64 Unemployed</td>
</tr>
<tr>
<td>C10</td>
<td>30-34 Research Engineer</td>
</tr>
</tbody>
</table>

Table 5.3: Participants in prototype initial evaluation.

or near San Francisco. Participants were paid $15 for a session between 30-60 minutes in which I would talk with them briefly about their travel experience, describe the site, and ask them to use it to plan a hypothetical trip. After that, I would ask them, among other questions, to order the five parts of the site in usefulness. Participants are described in Table 5.3. This study was approved by the Carnegie Mellon Institutional Review Board.

5.4.1 Photos are the most useful; Tweets are the least

All users ranked the parts of the site, except for participant 9, who declined. We scored rankings by giving 1 point to their most useful section, up to 5 points for their least useful section. If they found two equivalently useful, we gave them both the average of the two scores. (That is, if Photos and Venues were tied for first place, they would both get 1.5 points.) We then averaged across all 9 participants, ending up with the ranking in Table 5.4.

Photos were almost universally preferred as the most useful information source. Participants C5 and C6 described that the photos gave them the best flavor or feel; C7 described appreciating them because they were unfiltered. As she said, “it’s easy to browse through and get a feel without having to read anything and get other people’s opinions.” Similarly, they have noticeable practical uses: in the hypothetical trip planning, C1 and C3 were both saved from neighborhoods that were more suburban and boring than they thought.

On the other hand, tweets were seen to be the least useful. C10 described how the words are useless without context, and sometimes the context provided failed to even give him the necessary context. Crime data was seen as almost as useless, but its distribution is bimodal. In interviews in Chapter 4, some described crime data as being the most important to them, while others did not care at all, and the same bimodal distribution held here. C6 thought crime data was the most
Table 5.4: Participants’ average usefulness rank of each section in the initial evaluation. Lower is better (e.g. Rank=1 would mean that everyone ranked this section as the #1 most useful section). The 1s through 5s column reflect how many people picked this data source as their 1st, 2nd, etc. rank. When participants said ranks were equal, we split their rankings among the categories.

important, while many others found it 4th or 5th most important.

5.4.2 Neighborhood comparison may be too complicated and situational

As described above, we used neighborhood comparison to help users navigate through the list of neighborhoods. At the same time, I tried to ask participants if they would rather have simple “Top 5 neighborhoods” lists, such as “Top 5 Arts Neighborhoods” or “Top 5 Nightlife Neighborhoods” instead of the similar neighborhoods. Four participants (C1, C4, C5, and C6) said yes, while two (C8 and C10) said maybe. Nobody preferred the similar neighborhoods.

Neighborhood comparison may have failed for three reasons. First, confusion: as C10 said, “Similar to Mission” is tricky to interpret because there are so many things that could mean. C6 brought up the related point of trust: as soon as the algorithm “failed” (gave her a comparison that she knew to be wrong) once, she would stop trusting it. Finally, C1 brought up another interesting objection: he travels to find something different, not something the same as home.

Regardless of reason, the comparison between home neighborhoods and neighborhoods in the target city proved less useful than we hoped. Given its lack of utility, we decided it would be better to put statistics on a colored chloropleth map, rather than showing charts for statistics separately.

5.4.3 Details can color users’ experiences

Photos serve users as tiny windows into other people’s lives, helping them to understand a deep (though narrow) window. Sometimes users would fixate on this window and generalize that to the whole area. For example, C1 noticed a tweet about “elderberry syrup” in Northwest Pittsburgh and thought that that would be an interesting area to explore. Unfortunately, this was not from a business that sold elderberry syrup; it was just someone at their home. If he went there looking for elderberry syrup, he would probably be disappointed. Similarly, C10 saw some photos of a hockey game in downtown Pittsburgh and fixated on hockey, thinking about that as the main thing to do in Pittsburgh. Downtown Pittsburgh has hockey games, but there is certainly more to
the area! Even names can give people this kind of tunnel vision, as when C8 saw a neighborhood called “Museum Park” in Houston and decided it must be stuffy and boring without looking through it thoroughly. This emphasized for us the importance of a diverse set of data so as not to imply that something is more prevalent than it is.

5.5 Conclusion
In this chapter, we describe our first Neighborhood Guides prototype and an initial user study based on it. We gained some valuable preliminary insights that will help us design the second iteration. In addition, we learned that the primary data source that will help travelers learn about neighborhoods is photos, which guided our next study.
6 WHICH PHOTOS BEST REPRESENT EACH NEIGHBORHOOD

When travelers are viewing data from cities remotely, they have many data sources to choose from. Between tweets, venues, statistics, photos, and other data sources, it is intuitive that photos would be the most helpful, because they are the richest. In addition, recent advances in computer vision (like those described in [89]) are increasingly making it easy to sort, process, and otherwise use these photos. In Chapter 5, initial reactions suggested that photos would be a valuable part of any tool that used social media to help travelers, as well.

However, which photos should we use? In the YFCC100M dataset alone, there were roughly 900,000 photos from San Francisco, which translates to roughly 20,000 per neighborhood. Furthermore, there are more photo sources beyond Flickr. Previous work has investigated ways to summarize sets of geotagged data [4, 37, 42, 43], but are these methods ideal for summarizing a place for travelers? Finally, is social media data the best data to describe a neighborhood, or would users be better off with something like Google Street View photos that more accurately shows the city from the street?

To answer these questions, we devised a Mechanical Turk experiment in which users could tell us which data sources best represented their neighborhoods. We tested six data sources: three from Flickr, two from Street View, and one from Instagram. We gave them two pairs of photos and asked participants to compare which one they thought better represented their neighborhood, then aggregated to determine the overall best photo sets.

6.1 STUDY METHODS

We recruited participants from Amazon Mechanical Turk who have lived in, or were otherwise very familiar with, Pittsburgh, San Francisco, Chicago, Houston, or Austin, as those were the cities we were able to gather data from. After the consent form, we asked them which neighborhood they had lived in or otherwise knew well. We then showed them the six photo sets described in Section 6.1.1, two at a time, and asked them which one they thought better represented their neighborhood. A screenshot is shown in Figure 6.1.

The survey took up to 5 minutes, and participants were paid $1.00. We recruited 200 participants who had at least 1000 HITs accepted on Mechanical Turk and at least a 98% previous acceptance rate. After inspecting their work, we found no reason to reject any workers.

6.1.1 PHOTO SETS

For each neighborhood, we collected the following photo sets:

1. STREET VIEW RANDOM: A random set of 10 photos from Google Street View in the neighborhood. We collected these because a few participants in the initial evaluation (in
Which set of photos better represents Bloomfield?

Imagine you were trying to describe Bloomfield to someone who had never been there. Which set would better help them understand the feel of Bloomfield?

**Photo Set 1**

![Photo Set 1](image1)

These photos represent Bloomfield better.

**Photo Set 2**

![Photo Set 2](image2)

These photos represent Bloomfield better.

Ratings completed: 1 / 15

Figure 6.1: A screenshot of our study interface in this chapter’s study. Users would see 15 of these pairs of photo sets: all combinations of the six photo sets described in Section 6.1.1.
Chapter 5) suggested that Street View might be a good way to view a neighborhood.

2. **Street View Venues**: A set of photos from Google Street View near Foursquare venues. To do this, we randomly picked 10 Foursquare venues from the neighborhood, then picked the nearest Street View photo to each. We picked these because participants suggested that knowing the commercial areas is more useful than just residential areas.

3. **Flickr Random**: A set of 10 random Flickr photos from the YFCC100M data set in the neighborhood. These comprise a baseline social media photo set.

4. **Flickr One-per-User**: A set of 10 random Flickr photos from the YFCC100M data set, with the constraint that no more than one could come from each photographer. We selected these because a few participants in our initial evaluation noticed situations where one photographer’s photos made up most of the photos in a data set, so they did not get the full sense of the diversity of viewpoints in the neighborhood.

5. **Flickr Jaffe**: A set of 10 Flickr photos, chosen according to the method in [37]. This method involved using the Hungarian clustering algorithm [26] and then ranking each cluster based on tag distinguishability, photographer distinguishability, photo density, and image qualities.

6. **Instagram**: A set of 10 Instagram photos. Because Instagram has no public photos API, we randomly selected these from the Instagram photos that were cross-posted to Twitter. We included these to see if there were significant differences between photos shared on different platforms.

### 6.2 Results

Of the 200 participants, 61 of them selected a neighborhood in Chicago, 51 in San Francisco, 42 in Pittsburgh, 23 in Houston, and 23 in Austin. We used the Bradley-Terry Model [10] to convert pairwise comparisons into a complete ordering among the six photo sets. The model can be interpreted as follows. If the score for element $i$ is $p_i$ and the score for $j$ is $p_j$, then the probability that $i$ will win against $j$ in a pairwise competition, denoted $P(i > j)$, is

$$P(i > j) = \frac{p_i}{p_i + p_j} \quad (6.1)$$

### 6.2.1 Street View Photos Were Most Representative

Our main finding was that Street View photos were most often found to be the most representative. See Figure 6.1 for details. Each of the Street View photo sets handily defeated all of the social media photo sets. In addition, we were surprised to see random Flickr photos performing better than the photos selected according to [37].

### 6.2.2 Social Media Photos Did Better in Iconic Neighborhoods

In order to understand this counterintuitive finding, we investigated each of the neighborhoods that had at least 4 participants choose it (see Table 6.2). In five of them (Chinatown, Golden...
<table>
<thead>
<tr>
<th>Photo Set</th>
<th>Bradley-Terry Score</th>
<th>Win Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STREET VIEW VENUES</strong></td>
<td>0.233</td>
<td>61%</td>
</tr>
<tr>
<td><strong>STREET VIEW RANDOM</strong></td>
<td>0.219</td>
<td>59%</td>
</tr>
<tr>
<td><strong>Flickr Random</strong></td>
<td>0.159</td>
<td>50%</td>
</tr>
<tr>
<td><strong>Flickr One-per-user</strong></td>
<td>0.148</td>
<td>47%</td>
</tr>
<tr>
<td><strong>Flickr Jaffe</strong></td>
<td>0.124</td>
<td>42%</td>
</tr>
<tr>
<td><strong>Instagram</strong></td>
<td>0.116</td>
<td>40%</td>
</tr>
</tbody>
</table>

Table 6.1: Bradley-Terry Model Scores and win percentages for each photo set. Higher Bradley-Terry parameters indicate that they won more comparisons.

Gate Park, Haight-Ashbury, Wrigleyville, and Downtown Houston), social media data sets did outperform Street View. We noticed that these were mostly rather iconic neighborhoods. Chinatown is known for its unique decorations and excellent restaurants; Golden Gate Park is the largest park in San Francisco, with many attractions; Haight-Ashbury has a storied history with hippies and the 1967 Summer of Love; Wrigleyville is the home of Wrigley Field, the legendary Chicago Cubs ballpark. The photo sets that users selected tended to emphasize the iconic nature of these neighborhoods (e.g. photos of Chinese food in Chinatown; photos of the stadium in Wrigleyville), while Street View photos showed humdrum streets. See Figures 6.2 and 6.3 for examples of why Chinatown was better reflected in its Instagram photos.

6.2.3 SOMEWHAT MORE BUILDINGS IN HIGHER-SCORING FlickR DATA

Because the Flickr photos from the YFCC100M dataset have autotags attached that reflect their content, we can analyze this content. We selected the “winner” Flickr photo sets, defined as those that won at least 75% of their comparisons, and compared their autotags to the autotags of all photo sets, looking for tags that appear much more or less often in the “winner” photo sets. Results are shown in Table 6.3. It appears that tags relating to the built environment were more prevalent in the “winner” photo sets, while tags about nature were less prevalent.

6.3 DISCUSSION

In this study, we found that these users think Street View photos represent their neighborhood better than social media photos. However, there are a few higher-level points we want to suggest.

6.3.1 Visitor’S Eye Vs. Local’S eye

There may be a disparity that we didn’t anticipate between users who have lived in a place and users who know a place well. The 7 participants who selected “Golden Gate Park,” which has no housing, suggests that a substantial number of people selected neighborhoods that they knew well, rather than neighborhoods that they lived in. In addition, Wrigleyville and Chinatown are not large neighborhoods, so we would be surprised if many people lived there.
Neighborhood | City           | Participants | Most popular photo set | Is iconic?
---|---|---|---|---
Chinatown     | San Francisco | 8            | INSTAGRAM              | Yes
Golden Gate Park | San Francisco | 7            | Flickr One-per-user    | Yes
Haight-Ashbury | San Francisco | 7            | Flickr Random          | Yes
Wrigleyville  | Chicago       | 5            | Instagram              | Yes
North Austin  | Austin        | 5            | Street View Venues     | No
Allegheny Center | Pittsburgh | 5            | Street View Random     | No
Downtown      | Houston       | 4            | Flickr Random          | No
Lake View     | Chicago       | 4            | Street View Venues     | No
Pacific Heights | San Francisco | 4            | Street View Random     | No

Table 6.2: Most popular photo sets in neighborhoods with at least 4 raters.

<table>
<thead>
<tr>
<th>Autotag</th>
<th>Frequency difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>architecture</td>
<td>5.7%</td>
</tr>
<tr>
<td>building</td>
<td>4.3%</td>
</tr>
<tr>
<td>building complex</td>
<td>2.1%</td>
</tr>
<tr>
<td>skyscraper</td>
<td>1.7%</td>
</tr>
<tr>
<td>road</td>
<td>1.5%</td>
</tr>
<tr>
<td>indoor</td>
<td>−4.1%</td>
</tr>
<tr>
<td>outdoor</td>
<td>−3.8%</td>
</tr>
<tr>
<td>nature</td>
<td>−2.5%</td>
</tr>
<tr>
<td>plant</td>
<td>−2.0%</td>
</tr>
<tr>
<td>animal</td>
<td>−1.5%</td>
</tr>
</tbody>
</table>

Table 6.3: Flickr autotags that were most and least prevalent in the most successful photo sets. Frequency difference is the percent of photos that had this tag in the “winner” photo sets minus the percent of photos that had this tag in all photo sets. Therefore, high frequency difference indicates that this tag appears in very representative photos, while low frequency difference indicates that this tag does not appear often in very representative photos.
Figure 6.2: The photos from Instagram (INSTAGRAM) in Chinatown, San Francisco. Notice how they reflect the neighborhood’s interesting character, especially the wide variety of food available.
Figure 6.3: The photos from Google Street View (STREET VIEW RANDOM) in Chinatown, San Francisco. Most of these reflect boring-looking buildings, because the most interesting parts of Chinatown are inside these buildings.
If we assume that these users were visitors, it may suggest an explanation of why their results were different than the majority. When they went to Wrigleyville, they may have seen the baseball stadium, so people’s photos within the stadium seem “more representative” than photos of the street outside. People who live in Wrigleyville may think the opposite.

This also highlights the distinction between photos that are representative and photos that are useful. When travelers are going to a new city, they may not want to have a perfect representation of that city. This brings us back to the “ideal everyday” idea from Chapter 4.5.4. These travelers want to understand a slice of everyday life, but not the boring parts of everyday life. They don’t particularly want to go to an office hour 8 hours, or renew their driver’s license at the DMV. They want to see what part of everyday life is there that is not everywhere else.

Locals, on the other hand, may have enough experience there to see things more realistically. They may see the photos from the street as the “real” city, while the attractions are only the “tourist” city.

6.3.2 RANDOM IS OK

One side finding that intrigued us was the fact that the model from Jaffe et al [37] did not outperform random Flickr photos, and the STREET VIEW VENUES model did not strongly outperform random Street View photos. This may be another side effect of asking about what is “most representative” instead of what photos are most individually useful. It may also be the case that it matters less what the content of each individual photo is and more that there simply are some photos.

While this study did not give us the result we expected, it gave us an interesting avenue to explore. Perhaps we should include street view photos in our neighborhood guides, or perhaps we worded this study poorly and ended up investigating something other than we wanted. The findings that more iconic neighborhoods being reflected better in social media reflects the latter, but our final study will hopefully elucidate this point.

6.3.3 THE BUILT ENVIRONMENT IS MORE REPRESENTATIVE THAN NATURE

Our findings in Table 6.3 suggest that tags like Building and Architecture appeared more often in photo sets that were selected as winners, while tags like Nature and Plant appeared less often. This makes sense when one considers that built environment has more variance; nature probably looks similar throughout a city, while buildings can vary widely.

Another interesting finding is that both Outdoor and Indoor tags, two of the most common tags throughout the YFCC100M data set, are found less often in “winning” photo sets. Perhaps this reflects that photos are more representative if it’s hard to tell whether they are indoors or outdoors. The lack of an indoor or outdoor tag may also mean that there is some action or movement in the photo that makes the exact location harder to determine. Further study into the system tagging these photos would be helpful to understand what these findings mean.
6.4 Conclusion

In this chapter, we describe a study we ran on Mechanical Turk in which we asked people to tell which photo sets best represented their home neighborhood. We found that Street View photos were the most representative in most neighborhoods, though some touristically-relevant neighborhoods were best represented by social media photos. We also found that buildings and architecture are likely to make a photo set more representative, while plants and nature are generally less representative.
7 USER STUDY WITH NEIGHBORHOOD GUIDES

After the initial evaluation of the Neighborhood Guides, and the further study to show which photos are likely to be most helpful, I returned to the Neighborhood Guides application with more insights to guide our design. In this section, I describe first the improved Neighborhood Guides site, then detail the study I ran and the insights learned from it. I found that social media photos show the idealized side of the city that creative tourists want to see, that the best photos show people doing something, that statistics are useful but can be greatly simplified, and that people search for textual “blurbs” to give them a schema to base their understanding of the neighborhood on.

7.1 NEIGHBORHOOD GUIDES 2.0

After the feedback from the initial evaluation in section 5.4, we made some changes to the Neighborhood Guides website. In this section, we will describe those changes and why we made them.

7.1.1 FOCUS ON PHOTOS, HIDE TWEETS AND SIMILAR NEIGHBORHOODS

This change was relatively straightforward, given our results in section 5.4.1. Photos seemed the most immediately useful data source for travelers, and tweets were the least useful, so we reoriented our site to focus more on photos and we hid the tweets. The new site would only include the map and photos. In the user study we did with Neighborhood Guides 2.0, tweets were hidden to start. (We did retain the option to show them via a small control at the bottom of the page, for our use in the user study.)

We showed the Street View photos first, after the results of our study in Chapter 6 and also included random Flickr photos with one per photographer (corresponding to the Flickr One-per-user condition in that study). We maintained the original set of photos sorted by autotags, as well as Flickr photos selected according to the method in [37] (corresponding to the Flickr Jaffe condition), and random Instagram photos (the Instagram condition), which started hidden but could be shown during the study.

We hid the Twitter common words, but likewise maintained the control that let us show them during the study. Of course, our results from the initial study in Chapter 5 do not prove that there is no useful way to use geotagged tweets to describe an area. Our sample size was only 10 people, and even if we had a larger sample that said the same thing, that would only prove that our method of selecting tweets did not describe an area well. Regardless, we chose primarily to use photos in order to focus our attention.
7.1.2 Combine map and statistics

Participants in our first study had some difficulty understanding statistics like Walk Score, crime rates, and venue densities when they were separated from the map. We had chosen to separate them in order to allow users to compare statistics between their familiar neighborhood and a new one, but we understood this was less useful than allowing them to quickly compare across neighborhoods in the same city. As a result, we hid the charts comparing each dimension to their home dimension, and added a chloropleth layer on top of the map to let people explore many dimensions quickly.

The lack of comparison charts weakened the “similar neighborhoods” feature, so we hid that too. This also helped remove some of the noise from the site, as more people found it confusing than helpful. Similarly to the other features, though, we maintained the ability to show it if it would help our conversation.

7.2 Study Methods

We ran this user study as an extended version of the user study in chapter 5. We would talk with the participants a bit about a recent trip, then ask them to plan a hypothetical trip to one of the cities in our site that they had not yet been to. (Only one participant, D4, had been to all of these cities; we asked him to choose the city he was least familiar with.) I asked 19 of the 21 participants (the other two ran out of time) about their preferences of photo subsets by turning on and off each photo set. If it came up in conversation and if time permitted, I would also show them the “Similar Neighborhoods” feature and ask them whether they would prefer that or a “Top 5 Arts/Nightlife/etc neighborhood” feature.

We recruited participants through social media and via the CMU Center for Behavioral and Decision Research Participant Pool. Participant demographics are shown in Table 7.1.

Interviews lasted up to 60 minutes, and participants were paid $15. Sessions were conducted in the cafe in the Gates-Hillman Center of Carnegie Mellon University. Because this was a public place, we could not record the interviews; instead, we took notes as the study progressed, and condensed them to the 2-7 most interesting findings after each session (or after a block of sessions, if there were a few in a row). These notes were then analyzed using affinity diagramming (as described in [8]) to identify common themes.

7.3 Results

7.3.1 Flickr photos drastically outperform Street View

When we asked users to rank which photos were the most useful to them, they responded as shown in Table 7.2. Flickr photos with categories were the best ranking, and Street View photos were the worst. This seems to directly contradict our results in Chapter 6, but recall that we asked slightly different questions. In Chapter 6, we asked which photos best represented each neighborhood, and we asked about neighborhoods people lived in; in this study, we asked about which photos are most useful to travelers.

When asked why they ranked their choices the way they did, participants offered a few expla-
Figure 7.1: A screenshot of Neighborhood Guides 2.0, part 1 of 2. Since version 1, the charts of Walk Scores, crime, and venues have been hidden, replaced by a chloropleth in which users can select different dimensions to display on the map. Street View photos are the first photos on display.

Users can select which dimension they want to see.

Data is shown on the map; here, darker colors mean more arts venues.

When a user clicks on a neighborhood, photos appear below. Street view photos were shown first because of our study in Chapter 6.
Figure 7.2: A screenshot of Neighborhood Guides 2.0, part 2 of 2. The second set of images is random Flickr images, with a maximum of one image per Flickr user. Notice the control at the bottom to enable us to quickly show or hide different parts of the website.
<table>
<thead>
<tr>
<th>Age</th>
<th>Gender</th>
<th>Recruitment method</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 36-40</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D2 31-35</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D3 25-30</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D4 18-24</td>
<td>M</td>
<td>Social media</td>
</tr>
<tr>
<td>D5 41-45</td>
<td>M</td>
<td>CBDR</td>
</tr>
<tr>
<td>D6 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D7 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D8 51-55</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D9 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D10 18-24</td>
<td>M</td>
<td>Social media</td>
</tr>
<tr>
<td>D11 18-24</td>
<td>M</td>
<td>CBDR</td>
</tr>
<tr>
<td>D12 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D13 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D14 18-24</td>
<td>M</td>
<td>CBDR</td>
</tr>
<tr>
<td>D15 25-30</td>
<td>F</td>
<td>Social media</td>
</tr>
<tr>
<td>D16 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D17 18-24</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D18 56-60</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D19 18-24</td>
<td>M</td>
<td>CBDR</td>
</tr>
<tr>
<td>D20 25-30</td>
<td>F</td>
<td>CBDR</td>
</tr>
<tr>
<td>D21 18-24</td>
<td>F</td>
<td>Social media</td>
</tr>
</tbody>
</table>

Table 7.1: Participants in this user study. Participants are numbered with ‘D’ to distinguish them from previous studies.
Table 7.2: Users’ average rankings of photo sets. As in Table 6.1, lower is better; “1.00” would indicate that everyone ranked this set their #1 most useful set.

<table>
<thead>
<tr>
<th>Photo set</th>
<th>Average rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flickr With Categories</td>
<td>2.33</td>
</tr>
<tr>
<td>Flickr One-per-user</td>
<td>2.57</td>
</tr>
<tr>
<td>Instagram</td>
<td>3.28</td>
</tr>
<tr>
<td>Flickr Jaffe</td>
<td>3.30</td>
</tr>
<tr>
<td>Street View Venues</td>
<td>3.53</td>
</tr>
</tbody>
</table>

nations. Most of them involved a variant of the idea that they don’t actually want to see how a place really looks, they want to see something exciting about the place. D21 described wanting “to capture where people see beauty”; D1 described it as seeing “the best side of each neighborhood.” Others described the Street View photos as boring (D7) or “too zoomed-in” (D6). D3, D4, and D12 appreciated the Flickr photos with autotag-based categories, as they help them process all these photos so quickly.

7.3.2 The Ideal Photo Has A Person, Doing A Thing

Many participants talked about wanting to learn not only what a place looks like, but also what people do there. If a photo just has a person’s face, that’s useless - D7 reported wanting to see people doing things, “not just a picture of a guy.” D21 also described how finding activities she could do in the place would be helpful. On the other hand, if a photo just has pictures of the place, that is likewise unhelpful; D3 and D12 described that being a shortcoming of the Street View photos.

On the other hand, people participating in one-time events can be both positive and negative. D1 and D18 enjoyed learning about local events, but D8 and D10 noted that they are only helpful to travelers if the travelers happen to be in town when the event is happening. These events are often causes for taking lots of photos, too, which means that they may become the majority of the photos in a region. Therefore, when selecting photos from a neighborhood, half of the photos might come from something that happens only once a year. This was the case for D8, who found a lot of photos from the Washington Ave Coalition/Memorial Park neighborhood of Houston to be from a running event. She learned little about the neighborhood besides that it had some kind of race once a year.

7.3.3 A “Blurb” Gives People A Conceptual Start

When researching a new neighborhood, participants struggled with trying to make sense of a lot of disparate information. Seeing statistics on a map showed them one side of a neighborhood, but it was impossible to keep them all in their mind; similarly, the photos showed a lot of different stories from different people. They wanted to be able to tell one cohesive narrative about the neighborhood; whatever it was that all these photos and statistics had in common. Of course, any
one narrative would naturally collapse a lot of the neighborhood’s natural complexity, but that was fine; it would give them some way to organize all this information in their mind.

D10 described how the Neighborhood Guides site “does a lot at a glance; I kinda want to get the editorialized version.” He described how he would read books, local blogs (like “I Heart Reykjavik” when traveling to Iceland), books, or TV shows set in an area before traveling there. He used Wikitravel, an online travel guide, to see a factual overview of what’s in a place; beyond that, he wanted some description.

Different travelers had different ways to find such a blurb. D15 used the Airbnb neighborhood guide’s one-sentence overviews, like “Mexican bakeries, Chinese take out spots, artisanal donut shops, ramen restaurants, and lively bars all near Dolores Park.” D2 and D20 both Googled the neighborhood they were looking at (Hayes Valley, San Francisco, and Montrose, Houston), settling a local newspaper’s page and a tourism bureau site. When asked, neither could describe exactly what they were looking for, but they seemed satisfied with those two sites, seemingly because they gave them a fuller picture than a few snapshots.

Lacking even a short blurb, some participants would go so far as to build their own picture, based on a neighborhood’s name. This is not necessarily a mistake; for example, D13 described an attraction to the Marina neighborhood in San Francisco because she likes being by the water, and D6 saw Museum Park in Houston and rightly assumed it was where all the museums are. However, it can lead travelers astray, as when D15 saw “Russian Hill” and assumed it must be a heavily Russian area (it’s not particularly). More unfortunately, it usually does not give travelers much help, because most neighborhood names are uninformative.

7.3.4 Statistics are Occasionally Useful

Participants used the map and statistics, but not thoroughly. They would sometimes click through the different maps to get a sense of where anything was, like D2 checking the “All Venues” or D6 trying to avoid “residential” places because there was not as much to do. They would also occasionally use the statistics to avoid high-crime areas, like D20 being intrigued by Midtown but ruling it out after learning of its high crime rate. In these ways, they functioned as simple search tools, directing travelers not to one particular neighborhood but rather to a set of neighborhoods that were at least reasonably dense.

7.4 Discussion

These findings more fully described a lot of compelling concepts from our earlier work, and corrected some misconceptions.

---

1 http://www.iheartreykjavik.net/
2 http://wikitravel.org/en/Main_Page
3 https://www.airbnb.com/locations/san-francisco/mission-district
4 http://www.sfgate.com/neighborhoods/sf/hayesvalley/
5 https://www.visithoustontexas.com/about-houston/neighborhoods/montrose/
7.4.1 **Planning travel is about getting excited and avoiding traps**

Clawson and Knetsch, in 1966, described anticipation as the first part of an outdoor recreation experience. As they wrote, “a fisherman may get more enjoyment from tying his own dry flies through the winter than he will lager get from the actual fishing itself” [12]. This principle rings true in our participants’ stories and plans, and can explain many of our findings. A photo showing someone doing an activity would inspire much more anticipation than one simply showing a building or a person; the benefit of the photos is that they can mentally bring people into that activity.

This would also explain some of our other findings. Picture quality and page polish matters (D4 skipped over some sections because they had missing photos; D9 selected as her most useful photo set the one that had the aesthetically best photos). If participants were trying to understand some “true” perception of the city, the photo quality would not matter. But if they are trying to get excited about the area, of course they want to see the most beautiful side of each neighborhood. (Incidentally, this factor may also help explain why Street View photos did better in the study in Chapter 6. They are all the same size, so we could display them in a neat grid, while the social media photos could not be so neatly arranged.)

In addition, the short “blurb” that the participants sought out makes more sense if their goal was to find an exciting part of a city than if they were trying to find an accurate view. No short blurb can explain, for example, all of the history, culture, problems, and triumphs of San Francisco’s Mission District, but a blurb can quickly point readers to its “Mexican bakeries, Chinese take out spots, ... and lively bars near Dolores Park.”

There is another side to the trip-planning process, however: the necessity of avoiding traps. There are a number of kinds of traps, including unusually high-crime areas, surprisingly spread-out residential neighborhoods, or quintessential tourist traps. This is why D13 talked about being interested in “authenticity;” despite not being able to define it exactly, she knew that “staged” photos from tourist attractions might lead her into a trap. This is also why D19 and D20 changed their plans from their first inclinations (The Tenderloin in San Francisco and Midtown in Houston); the neighborhoods looked interesting, but they realized they might end up in a higher-crime situation than they expected.

Thus, travelers must manage this tension of building excitement while avoiding traps. First person accounts and photos build excitement; by reading individual stories, photos, and blog posts, a traveler can see all the compelling scenarios that might play out when they travel there. However, it is much easier to find what not to do by taking a wider, calmer, birds-eye view like that offered by statistics. In the rest of this chapter, we will explain how these two components can do their jobs optimally.

7.4.2 **Social media photos can help travelers get excited**

The role social media photos can play for travelers involves building their anticipation about a place. This is why they were the best choices when we asked “what photos are most useful when you’re traveling?”, while the Street View photos were ranked higher in Chapter 6 when we asked “which photos best represent your neighborhood?” Our participants liked seeing people doing...
things, they liked seeing a diverse array of photos, and they liked seeing the most beautiful and well-shot photos in each neighborhood.

The question of which photos should be shown is still an open question. We did not find evidence to support the algorithm of [37], but we did not find any other photo set that was consistently more effective either. We did, however, uncover a lot of pitfalls. Low-quality, low-resolution, or badly-lit photos should be removed. Photos from the same photographer should be limited, and possibly photos from the same day as well; photos are more useful to travelers when they represent a wide and diverse cross-section of the experiences in the area. Some kind of organization seems useful, where our autotag-based categorization is one possible option.

Finally, there is plenty of room to explore when selecting and displaying photos. Some participants speculated about creative ideas like only selecting the photos with text in them (perhaps to show how signs or publications varied from place to place) or to sort photos by focal length to avoid short-range selfies or long-range skyline shots. We encourage future work in this space to investigate new ideas, as long as they promote a diverse array of photos from the neighborhood.

7.4.3 Statistics can help travelers avoid traps

Statistics still play an important role in helping travelers, but it is a niche role. We improved the Neighborhood Guides site between versions 1.0 and 2.0 by removing a lot of the screen real estate dedicated to numbers, but we did not go far enough. Our statistics could be further simplified because they are mostly just proxies for residential density: higher downtown, lower in outlying neighborhoods. Clearly the venue densities are this way; Walk Scores tend to follow this pattern too, because it’s easier to walk, bike, or take transit when everything is closer together. Crime per capita is not always higher downtown, but it often is; D5 explicitly mentioned that when he saw high crime in the Loop of Chicago. As he said, he wasn’t worried about crime downtown because he knows it happens.

Similarly, our removal of comparisons to a user’s home neighborhood mattered only in a few edge cases. D10, for example, described how he might want comparisons to his home city only if he’s dealing with a particularly high crime region. Despite knowing that a place is the highest-crime neighborhood around, if it is still safer than places he knew, he would not mind.

Therefore, we could replace all of the choropleth maps with a simple map that showed residential density. This would answer the most common question people used the map for: “where is everything?” This would easily help them avoid the pitfall of booking a place that happens to be in an inaccessible or boring neighborhood, while not overwhelming them with numbers. Perhaps a crime map could be included too; as in the study in Chapter 5, it’s something that most people don’t care about, but a few people cannot live without.

More investigation should be done into what traps travelers see, and how they can be avoided, in order to maximize the usefulness of maps and statistics. Regardless, it seems clear that statistics should be in a supporting role, with photos and other personal accounts featured in order to build travelers’ excitement.
7.5 Conclusion

In this chapter, we described the results of an investigation into travel planning when users actually have social media and other data in front of them. We found that there is a role for social media to play, but it isn’t as straightforward as finding the right information to accurately describe the area. Social media should be used to build travelers’ excitement and anticipation for the trip they’re about to take by reflecting the diversity of life and experience that exists in that area. Statistics and other data sources can be used as well, to help travelers avoid traps. In the next chapter, we will further discuss our findings and suggest future work to be done in this space.
8 Discussion and Future Work

In these studies, we set out to answer the following questions:

- What do creative tourists mean by “getting a feel for the city”?
- Can social media help them achieve this goal?
- What can social media tell us about our cities and neighborhoods?

Chapter 4 provides our answer to the first question: they want to maximize along five dimensions of safety, convenience, aesthetic appeal, liveliness, and the ability to live like locals. Chapters 3, 5, 6, and 7 address the second two questions. In this chapter, we will first revisit the first question, then tie together the results from all of these studies to more clearly discuss what we have learned with relation to the second two. Meanwhile, we will then discuss what these findings mean for future researchers and developers.

8.1 Creative Tourists’ Preferences

In Chapter 4, we gained an overview of the dimensions that are important to modern creative tourists: safety, convenience, aesthetic appeal, liveliness, and the ability to live like locals. Ongoing studies helped us learn a bit more about these dimensions and include bits that these dimensions may leave out.

First of all, diversity was mentioned a lot, whether it was C2 describing how all the photos only reflected one “place” of the neighborhood or D1, D19, and D20 explicitly looking for a diverse set of photos. We saw this in our initial study in Chapter 4 too, considering “diversity” one of our potential dimensions, until the survey showed people didn’t view it as a separate construct. Perhaps the disconnect happened because survey respondents saw the word “diversity” only to mean racial diversity. Interviewees talked about diversity of people, but also diversity of actions; they wanted to see the breadth of possible things they could do there. See Figure 8.1; a place with all young rich white people, say, but lots of things to do is not ideal, as it is seen as homogenous. But a diverse suburban neighborhood would also not be ideal because there is nothing for travelers to do there; this would be the “Residential” quadrant. The ideal location would have both a variety of people and a variety of things to do there.

Another dimension that was not fully included in our model, but that kept being mentioned, was uniqueness. People travel to find “something different, not something the same” (C1). This may have been the reason that neighborhood comparison was not a well-liked way to navigate. We had focused on finding things that were unique within a city, like using Twitter to find words that were popular in one neighborhood but not popular in other neighborhoods. However, a better model might be to find words that are unique between cities, then find where those words are found within cities. Pierogies are more popular in Pittsburgh than in most cities, so finding a
great Pittsburgh pierogi place, or learning about the pierogi race at Pittsburgh Pirates games, would be a unique and enjoyable experience.

Third, “authenticity” came up in reports from participants like D13 and D20. Participant D20 gave the most succinct definition of “authenticity”: something is authentic if it is run for locals, not just to take tourists’ money. This may be a valid, limited way to consider authenticity without solving the entire, complex question of authenticity as put forth by authors like MacCannell [56] and Wang [95]. We could create a new term, “Weak” Authenticity, which is satisfied as long as one simply avoids cynical tourist traps.

MacCannell argued that tourists always want to get further backstage, but our research suggests that that is slightly oversimplified. Certainly, participants want to avoid some of the most egregious front stage places, like D13 talking about “staged” photos at tourist attractions or D21 avoiding “gimmicky, touristy” sights. However, sometimes participants like C6 and B7 wanted to be more central (and therefore in a more front stage place) due to language difficulties. They were interested in the daily life of people around where they were traveling, but because they were not fluent in Czech and Spanish, respectively, they had to stick to more front stage locations. (Undoubtedly this would be a wider concern if we had focused more on international travelers.) We can therefore see authenticity as a tension between competing factors: participants want to see more of the backstage of a place, but they are often limited by practical concerns. MacCannell acknowledged this as well, but in our research, we found the practical concerns usually outweighing this search for the “most authentic” places. As a result, our new term of “Weak Authenticity”, which is limited to merely avoiding the worst, most inauthentic places, becomes a better criterion in our model than stronger, more complicated versions of authenticity.
8.1.1 Enriching the Model with “Traps”

Tourist traps are one class of trap that a traveler might run into. A wider definition of “traps” may be a useful way to refine the model, as it would take into account the way people want to know about our five dimensions. The dimensions are not all equally weighted, nor are they understood linearly. Safety and convenience, in particular, should be seen not as linear attributes, but rather as thresholds or gates. For most participants, if a place was within their comfort zone, they didn’t give the safety of it a second thought. If it was “dangerous,” though, the area was immediately ruled out. Similarly, a place doesn’t have to be as connected as Times Square; it just has to be accessible enough based on where they want to go and their modes of transportation. Instead of five dimensions participants are trying to maximize, there may be a few thresholds and a few positive aspects. See Figure 8.2 for a potential third iteration of this model, showing the three thresholds and four positive aspects of neighborhood search.

Of course, more research is needed to further develop the model of creative tourist needs and confirm our new model. The way to integrate the dimensions of diversity and uniqueness into our model is an open question. Tourism researchers, too, should further define what constitutes a “creative” tourist, as opposed to a “cultural” or “sun and sand” tourist. Furthermore, these definitions should include some concept of tourists being multiple types; few people are singularly one type or another. Even within the same trip, someone may spend one day seeing the sights and the next day trying to blend in as a local.

8.2 How Social Media and Other Data Can Help These Tourists

With these updated preferences in mind, we return to the application question: how can we build something to help tourists learn what they need to know? Based on our studies, we would provide the following recommendations for future tourist guide developers.

8.2.1 Prior Work and Improvements

Others have researched ways to help tourists learn about cities they visit. As described in Chapter 2 many of these have focused on building recommendation systems (e.g. [49, 84]), which does not adequately address the human needs involved in tourism. In addition, tools like Yelp and TripAdvisor help people learn about what businesses exist in a given place, but they are too mechanical to give tourists a thorough picture. These sites focus on the space, while the work in this document aims to give users a sense of the place [30].

Projects like Curated City [17] and Where is the Soho of Rome [51] try to give people a sense of the place through different means. Curated City lets people contribute what they love about different neighborhoods; however, I avoid the substantial bootstrapping problem of such a system by using data that people are already posting. Neighborhood comparison as in [51] gives a qualitative sense of neighborhoods by comparing them to others, but the output is not very rich. Neighborhood Guides can be thought of as a browsing tool, a way for readers to get a rich image of a neighborhood and interact with data in different forms.

Having built such a tool, I will spend the rest of this chapter providing recommendations for others building similar tools.
Figure 8.2: A potential next version of the creative tourist information search model. Instead of five undifferentiated aspects, we realize that some aspects are to be maximized while others only need to be “good enough.”
8.2.2 **Simplify maps, add surprise, and integrate more data**

A map remains an important navigation point. It is the quickest, easiest way to understand the basic layout of a city. Given that tourists have to get around an unfamiliar place, it is critical that they have at least a rough idea of where these places are. In addition, when we overlaid data on top of the map, participants understood it much more quickly and easily. As we discussed in Chapter 7, most statistics are simply proxies for residential density, so we could replace most of our map with a density map, adding a crime map if needed.

Correll and Heer [13] have noticed a similar problem on large maps, like maps of US counties or Canadian provinces: most maps of these areas are simply population density maps. Even maps that are corrected for population density (by using per-capita statistics instead of absolute statistics) fail because they instead highlight sparsely populated areas with large relative (and mostly random) fluctuations. They describe a Bayesian algorithm used to generate “Surprise Maps” that show how surprising an area is. This would fit perfectly with our needs: instead of showing crime rates, for example, the map could show only areas that have surprisingly high crime, helping visitors avoid that area.

More obviously, it would be helpful to integrate chloropleth maps with other data sources. Many times during our studies, participants would say something like, “this area looks interesting, what hotels are there?” We would have no way to answer them. Integrating sites like Booking.com, Airbnb, and Yelp would help people find not only what areas they like, but also what specific things in those areas. Some of these maps could be quite detailed; as D15 said, she didn’t want an area that just has “shopping” as much as one that has a specific kind of shopping. Even more useful functionality would enable users to save some spots while looking at a map, so they can pick out the sights they want to see or other personally-relevant venues, then see how accessible those places are from a number of potential neighborhoods.

8.2.3 **Select the best photos**

Photos remain our most useful single data source, as each one can convey a lot more information, and trigger more imagination, than simple words can. However, we learned many ways to improve the information that people can glean from a set of photos. This involves selecting the right photos and presenting them in the right way.

There are many ways to select the “right” photos to describe an area. We reimplemented one, the algorithm in [37], but did not find that it was significantly more useful to our participants than random photos. We chose this method over other approaches, because they were all somewhat unsuitable for our particular task. For example, Crandall et al [15] selected a “representative” image for each city and each landmark, but we wanted more than one photo so users could explore an area themselves. Other approaches looked to first understand the “representative tags” for an area [4, 43, 64, 73], but as our tags came from a closed vocabulary based on a computer vision system, the same approach may not apply. Some, like [43], went on to suggest representative images based on these tags, but these were often based on images of the same landmark; “representativeness” for them means it’s a valid picture of that landmark, while for us it means it shows life in the neighborhood well.
Our work, however, suggests that automating the process too much can have its own pitfalls. First, it can focus too much on one side of the city, as when it only showed runners or only showed white and Asian people. Second, an issue of trust appears: can users trust that the photos are a fair representation of a place if a complex algorithm is selecting them? As a result, we believe that the best way forward is to apply a few simple algorithmic filters to weed out “bad” photos, then to randomly select from what remains.

Some of these filters could be based on the autotags Flickr provides. First, remove photos that only have faces, or those that only have buildings. Other heuristics could be developed as well, like only selecting photos with at least some people in them, or only taking outdoor photos. Non-autotag-based heuristics should apply as well, like taking photos from multiple photographers and multiple days, so that the entire photo set is not one viewpoint or one event. Finally, some notion of image quality should be included, too; perhaps if the photo is too bright, dark, or blurry, leave it out.

In summary, we suggest the following heuristics for picking photos that will be helpful for travelers:

1. Select photos of people doing things.
2. Do not select too many photos from the same person.
3. Do not select too many photos from the same day.
4. Select photos with good overall quality (lighting, sharpness).
5. Sort photos somehow, so they are not overwhelming.

### 8.2.4 Use More Forms of Structured Text

While text did not play a large role in our studies, we still think that it would be useful, due to participants’ propensity to look for short descriptions of neighborhoods. We would adjust from our approach, though, in a few ways.

First, while tweets are rich sources of data, their free-text nature means that it is difficult to identify key words. A lot of the terms we identified were venue names; this is not inherently problematic, but can be frustrating if one wanted to learn about other important things besides venues. One way to remedy this might be to select terms from a closed vocabulary. As a test, we ran a simple experiment to find each city’s favorite foods on Twitter. We used a closed vocabulary of about 500 names of foods and assigned each one a score for each city based on simple version of the TF-iDF algorithm. In this case, term frequency was defined as the number of times the term appeared in this city, and document frequency was the number of times it appeared in all cities. Results, shown in Table [8.1], seem at a glance to match up with common knowledge about each place. The question “what foods should I try when I’m in a certain city?” is often on travelers’ minds, and by constraining our tweets to answer this question instead of the broader question of “what’s popular here?”, we are able to give people some more useful information.

---

1 Available at https://github.com/dantasse/swot_perderder/blob/master/foods.txt

81
<table>
<thead>
<tr>
<th></th>
<th>Austin</th>
<th>New York</th>
<th>Pittsburgh</th>
<th>San Francisco</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pecan</td>
<td>0.56</td>
<td>breadfruit</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>barbecue</td>
<td>0.49</td>
<td>papaya</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>tamale</td>
<td>0.45</td>
<td>artichoke</td>
<td>0.87</td>
</tr>
<tr>
<td>4</td>
<td>brisket</td>
<td>0.32</td>
<td>empanada</td>
<td>0.87</td>
</tr>
<tr>
<td>5</td>
<td>doughnut</td>
<td>0.30</td>
<td>lox</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 8.1: Each city’s favorite foods, according to their tweets. Scores reported are TF-iDF scores; they can also be interpreted as “56% of the mentions of pecans were in Austin.” Notice the occurrence of iconic and regional foods, like pierogis in Pittsburgh, sourdough in San Francisco, and lox in New York.

Second, we would aim to include more different types of textual data to answer different types of questions. One example we could use would be things that can be done in an area. Dearman et al [20, 21] have developed ways, based on verb-noun pairs in Yelp reviews, to determine what can be done in an area.

Third, we would ideally include some version of the “blurb” that we described in Chapter 7: a sentence-length or paragraph-length description of an area. This would eliminate tourists’ needs to search for other websites to provide a conceptual overview of a neighborhood. Unfortunately, no obvious source exists for this type of data. For one way to create it, we look to crowdsourcing: projects like Curated City [17] suggest that people enjoy talking about what they love about their neighborhood, and may be willing to contribute short descriptions of it.

### 8.2.5 Overall Integration

Using a customer journey map (see Figure 8.3), we can track a person’s path through using this tool to get useful insights about the neighborhoods in a city they’re traveling to. In doing so, we realize that the guide-booking process is a two way street: users do not simply find a neighborhood and stick with it. Instead, they may go back and forth between guides and sites that tell them where they can book. This can be a particular pain point, if they find an area they like, but can’t find a place to stay there. As a result, it would be ideal to integrate this tool with sites like booking.com, hotels.com, and Airbnb to help users decide where to stay without any task-switching.

Another potential opportunity is a higher-level city guide, to show the best parts of the whole city, not just each neighborhood. This would then be useful for a trip that’s less structured than the one in Figure 8.3, in which the traveler does not already know their destination. They may find that the entire feel of Pittsburgh is appealing to them, or that they might prefer to visit another city. This is particularly relevant in international travel, where culture can differ widely between cities and countries.

Finally, a third opportunity appears once a user arrives at their destination. In addition to showing
users useful facts about neighborhoods before they travel, it would be worthwhile to show them local interesting things once they got there. However, this would be a difficult balance; because these travelers mostly want to get outside and experience the city they are in, it’s important not to keep them stuck to their phones.

8.3 WHAT SOCIAL MEDIA REVEALS ABOUT OUR CITIES

The question of what public geotagged social media reveals about our cities may be of broader interest to the research community. Many researchers have attempted to use social media to find out factual information. For example, the LiveHoods project used Foursquare check-ins to better understand neighborhoods that reflect social movement within a city [18], and Kafsi et al used Flickr to find tags that are particularly representative of a region [42].

Most of these applications bottom-up or data-driven. The work by Kafsi et al, for example, starts from Flickr data and shows what that data can tell us about the city. Similarly, LiveHoods reveals what Foursquare can tell us about a city.

In this document, I expand on their work, but also connect them to a top-down need: that of the tourist. In doing so, I also help to understand the possible application space. Instead of simply finding out one more thing from the data, I show clues where social media data is useful and where it is not. Particularly, social media data is useful to tell us about the best side of a city, and unhelpful to tell us about quantitative demographics or other more objective information.
8.3.1 WHY NOT TO USE SOCIAL MEDIA QUANTITATIVELY

Geotagged social media is an inherently biased data source because it depends on its user base, which is a small subset of people. Researchers constantly note this, but then often brush it aside or ignore it, because there is no easy way to correct for it.

Sometimes these studies attempt to do something quite precise, like find where users live. Because of the noise in social media data, it is hard to be very precise; results include locating 49.9% of people within 100 miles [31] or 79.9% of people within 200 miles [77]. Other times, they take a broader look at mobility and find patterns like Levy flights in people’s movement [7], which is useful in the aggregate but can be difficult to apply to any one individual situation.

Furthermore, the data stream is drying up. As we showed in Chapter 3, the volume of geotagged tweets at the sub-city level is shrinking, and data sources like Instagram are shutting off their public APIs. Anything that attempts to find something quantitative will likely lead to other researchers building on top of it, which is problematic if it’s based on a small and shifting data source.

8.3.2 WHAT SOCIAL MEDIA CAN TELL US

However, we have shown that public geotagged social media data does display a useful side of each neighborhood and city. It can be used to show people around a neighborhood, and furthermore to show not just the factual buildings-and-roads view of a neighborhood, but also the subjective “best side” of that neighborhood. Social media posts can show travelers what people do locally, what they like, and what they think is worth recording. Based on our research, we suggest the following principles when trying to interpret geotagged social media data:

- Remember that this data is from a small sample of people.
- Remember that this data is probably consciously geotagged.
- Use the data in such a way that a human can interpret it (i.e. the output should be something for a human to browse, not a number).
- Use it to spark ideation, not confirmation. If you generate a hypothesis from this kind of data, confirm it with more substantial data.
- Do not use it for anything mission-critical. Realize that Twitter, Instagram, and other platform owners can remove it at any time.

Keeping these principles in mind will ensure that the application gains the benefits of the diversity and richness of public geotagged social media data, while not falling prey to many of its pitfalls.
Travelers are not like they used to be. In the past, tourism sites could put up a list of sites and consider their work finished. Now, though, a new breed of tourists are more demanding: creative tourists want to get out and explore different parts of the city and learn what some of the everyday life around there is like. What does this mean, though; what do these tourists really want? And how can they find it?

At the same time, we are now over a decade past the introduction of Twitter, Flickr, and Facebook, so we have had plenty of time for users to create and share public geotagged data. The question remains, what can we do with that data?

In this thesis, we have addressed these three questions. Through a series of interviews and surveys, we developed an initial answer to the first question, what creative tourists really want. We’ve found that they want a place that is safe, convenient, lively, and aesthetically pleasing, and that allows them to live like locals wherever they are. We further refined this model to suggest the inclusion of diversity, authenticity, and uniqueness, but further research is needed to refine this revised model.

We have developed a series of answers to the question of how travelers can get the information they need as well, through a series of prototype-based user studies and a quantitative Mechanical Turk study. These led us to the conclusions that there is room for a neighborhood guide application that would help them learn about neighborhoods, and that social media photos are the most useful data source to help them get there.

Finally, we have added to the literature about what social media can tell us about our cities. We provide evidence that social media, instead of being a quantitative data source like the U.S. Census, is best understood as a qualitative data source that people can use to explore new places. We hope to encourage further research in this vein, and further applications that use the richness of social media to aid exploration.

We hope that this encourages more research on social media and more tools for travelers that meet modern travelers’ needs. Tourism can be a way for people to relax and have fun, but also a powerful force for helping people understand different people and different cultures, especially in the age of shared lodging sites like Airbnb and Couchsurfing. We hope that the abundance of social media makes this cultural exchange more feasible.
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